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Abstract

We show that polynomial decay of correlations is prevalent for a class of
nonuniformly hyperbolic flows. These flows are the continuous time analogue
of a class of nonuniformly hyperbolic diffeomorphisms for which Young proved
polynomial decay of correlations. Roughly speaking, in situations where the
decay rate O(1/n”) has previously been proved for diffeomorphisms, we estab-
lish the decay rate O(1/t%) for flows. Applications include certain classes of
semidispersing billiards, as well as dispersing billiards with vanishing curvature.

In addition, we obtain results for suspension flows with unbounded roof
functions. In particular, the classical planar Lorentz flow with a doubly periodic
array of circular scatterers has decay rate 1/t as anticipated by physicists.

1 Introduction

Dolgopyat [11] has shown that uniformly hyperbolic (Axiom A) flows typically mix
rapidly, faster than any polynomial rate, for sufficiently smooth observables. The
restriction to typical flows is necessary; there exist uniformly hyperbolic flows that
mix but at an arbitrarily slow rate [24, 22]. We note that so far, exponential decay
of correlations has been proved only in very special cases [10, 17, 23].

In previous work [20], we extended Dolgopyat’s results to a class of nonuniformly
hyperbolic flows. These flows are the continuous time analogue of a class of discrete
time nonuniformly hyperbolic systems that are known, by the results of Young [27],
to have exponential decay of correlations. In this context, we proved that again the
flows typically mix faster than any polynomial rate.

In this paper, we consider nonuniformly hyperbolic flows for which the analogous
class of discrete time system is known, by Young [28], to have polynomial decay of
correlations. We show that the flows typically have polynomial decay of correlations
too, with the same polynomial rate (as upper bound).
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The general set up is that 7' : M — M is a nonuniformly hyperbolic diffeomor-
phism in the sense of Young [27] but with a polynomial return time function r as
in [28]. In particular, T': M — M is modelled by a tower f : A — A constructed
over a “uniformly hyperbolic” base Y C M. The degree of nonuniformity is measured
by the return time function r : Y — Z* to the base. It is assumed that A intersects
its unstable manifolds in positive Lebesgue measure sets and that [ r du* < oo where
1" denotes Lebesgue measure on unstable manifolds. Then there exists a physical
(SRB) T-invariant ergodic probability measure v.

Given a Holder continuous roof function h : M — RT, form the suspension
M" = {(x,u) € MxR:0 < u < h(z)}/ ~ where (z, h(z)) ~ (Tz,0). The suspension
flow ¢; : M" — M™" is given by ¢;(z,u) = (x,u +t) computed modulo identifications
with ¢p-invariant ergodic probability measure v = v x lebesgue/ [ A hdv.

Suppose that the return time function satisfies the polynomial tails condition

piy €Y irly) >n) =01/n"), 5 >0.
Under this assumption, Young [28] obtained the decay rate
[yvwoTrdy — [ vdv [,, wdv =0O(1/n"), (1.1)

for the discrete time dynamics and Hélder observables v, w : M — R. We prove that
typically the decay of correlations for the suspension flow satisfies

pow(t) = [ipvwo g dvh — [ vdv™ [, wdv" = O(1/t7), (1.2)

provided v, w : M" — R are sufficiently regular.

Remark 1.1 (i) In certain situations, estimate (1.1) is sharp [14, 15, 25] and it seems
likely that estimate (1.2) is also sharp in the generality that it is proved.

(i) Asin [11, 20], the results in this paper hold only for observables that are sufficiently
smooth in the flow direction. In particular, our results do not apply to the position
variable in the Lorentz flow examples below.

(iii) The approach in this paper works for general decay rates of u“(y € Y : r(y) > n),
see Sections 3 and 4. We note that the calculations are considerably simpler in the
special case p*(y € Y : r(y) > n) = O(1/nfth), g > 1.

(iv) Throughout this paper, we require that the roof function A is bounded below away
from zero. (Such an assumption was not required in [20].) Intuitively, one expects
that the violation of this condition may actually accelerate mixing (for example in
the case of Sinai billiards with cusps, see [5, p. 15] or [6, Section 5.6]).

Our methods apply also to suspension flows with unbounded roof functions. We
assume an exponential tails condition p*(y € Y : r(y) > n) = O(y"), v € (0,1) for
the return time r, and consider an unboundedness assumption of the type

p(x € M : h(z) >n) =01/, >0,
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for the roof function h. (For technical reasons, the actual assumption is slightly more
complicated, see Section 2.3 for the precise statement.) We prove that typically, for
e > 0 arbitrarily small

Pow(t) = O(1/t°79). (1.3)
Remark 1.2 In future work, we expect to improve estimate (1.3) to
pow(t) = O((In )"+ /1%). (1.4)

Indeed we obtain this improved estimate for nonuniformly expanding semiflows, see
Theorem 2.7.

It is possible that the logarithmic factor in (1.4) is an artifact of our method,
but it seems more likely that additional assumptions on r and h jointly are required
to remove it. This is discussed in Section 6.4. It may be possible to verify such
conditions in specific situations, such as in Example 1.6.

We now list some applications of our results. A good source of examples are
provided by billiards and the associated Lorentz flows [5, 6]. However, it should
be emphasized that the results apply generally to nonuniformly hyperbolic systems
modelled by Young towers. In particular, whereas decay of correlations holds at the
specified rate for all Lorentz flows in the examples below, it is well-known even in the
uniformly hyperbolic context, and hence certainly in the generality of this paper, that
positive results can be expected only for typical flows. As in [20], it suffices that any
four periodic orbits intersecting the base Y have periods satisfying a Diophantine-
type condition, see Corollary 2.4. (In the uniformly hyperbolic case, it suffices to
consider any pair of periodic orbits [11].)

Example 1.3 (Intermittency-type semiflows) Various authors including [15, 18,
28] have studied intermittency (Pomeau-Manneville) maps of the type T : [0,1] —
0, 1] given by
[ x(l4+2%2%) 0<z <3
Tx_{ 20 -1 l<u<l

for 0 < a < 1, where there is an indifferent fixed point at 0. There is a unique
absolutely continuous ergodic invariant probability measure v and for n > 0 there is
a constant C' such that

‘f[o,l] vwo T dy — f[O,l] vdy f[o,l] wdv| < Cllv|len|w]e/n?, f=2<-1,

for all v € C([0,1]), w € L*°([0,1]), n > 1. The decay rate 1/n” is optimal [14, 15,
25]. Furthermore, the upper bound O(1/n”) was obtained in [28] via the construction
of a Young tower with tail decay rate 1/n’+!.

Now construct the suspension semiflow ¢; : [0,1]" — [0,1
is a Holder continuous roof function. Assume that v : [0, 1]

|" where h : [0,1] — RT
h'— R is C* along the



flow direction with C" derivatives for some 1 > 0. For typical roof functions h, it
follows from Theorem 2.2 below that there exists a constant C,, such that

[Pow(®)] < Colwloo /7,
for all w € L*°([0,1]"), t > 0.

Example 1.4 (Semidispersing Lorentz flows) Chernov & Zhang [7] consider a
class of semidispersive billiards with tables of the form R — {B; U---U B,.} where R
is a rectangle and By, ..., B, C Int R are disjoint strictly convex scatterers with C?
boundaries (see [7, Figure 2(a)]). Building upon ideas of Markarian [19], it is shown
in [7, 9] that the correlation function for the billiard map (for Holder observables)
decays as O(1/n). A byproduct of the proof (see [7, Section 3] or [9, Section 2]) is the
existence of a Young tower with tails decaying as O(1/n?). Hence, it follows from The-
orem 2.6 below (noting Remark 2.3 and Section 5.3) that the corresponding Lorentz
flows have decay rates p, ., (t) = O(1/t) for observables v, w sufficiently smooth in the
flow direction. (Theorem 2.6 guarantees the decay rate for typical configurations of
scatterers, but the results in Section 5.3 guarantee this for all configurations.)

Example 1.5 (Dispersing Lorentz flows with vanishing curvature) Chernov
& Zhang [8] study a class of finite horizon planar periodic dispersing billiards where
the scatterers have smooth strictly convex boundary with nonvanishing curvature,
except that the curvature vanishes at two points. Moreover, it is assumed that there
is a periodic orbit that runs between the two flat points, and that the boundary near
these flat points has the form =4(1 + |z|°) for some b > 2. The correlation function
for the billiard map decays as O((Inn)?*1/n?) where 8 = (b +2)/(b—2) € (1,00).
Again, a byproduct of the proof is the existence of a Young tower with tails decaying
as O((Inn)?*1/nf*1). Hence, it follows from Theorem 2.6 and Section 5.3 that the
corresponding Lorentz flows have decay rates O((Int)?*!/t9). (It is anticipated in [8]
that the logarithmic factors for the billiard map, and hence for the flow, may be
artifacts of the method.)

Example 1.6 (Infinite horizon planar periodic Lorentz gas) The planar peri-
odic Lorentz gas is a class of examples introduced by Sinai [26]. The billiard map
T : M — M has exponential decay of correlations, as shown by Young [27] in the
finite horizon case and Chernov [3] in the infinite horizon case. In both cases, the
map is modelled by a Young tower with exponential tails.

In the finite horizon case, Chernov [4] has recently proved that correlations for
the Lorentz flow decay at least stretched exponentially. (Previously [20] showed that
the decay is typically faster than any polynomial rate.) For the infinite horizon case,
it is widely expected that the decay rate is 1/t, see [13]. A calculation shows that
plx € M : h(z) > n) = O(1/n?), and it follows from Theorem 2.7 below (noting
Remark 2.9 and Section 5.3) that the Lorentz flow has decay rate O(t'~¢) where
€ > 0 is arbitrarily small.



Example 1.7 (Classical infinite horizon Lorentz gas) For a certain subclass of
the infinite horizon Lorentz gases considered in Example 1.6, we obtain exactly the
expected decay rate 1/t. Let R C R? be a rectangle with scatterers strictly con-
tained inside the rectangle. Suppose that the configuration of scatterers inside R is
preserved by the two reflection symmetries of the rectangle. Form a periodic array of
scatterers by tiling the plane with this configuration of scatterers. Then restricting to
observables that respect the reflection symmetries (and the spatial periodicity), the
resulting planar periodic Lorentz gas has infinite horizon with decay rate 1/t. This
follows from the conclusion of Example 1.4, since such examples are equivalent to
the class of Lorentz gases just described via the standard technique of reflecting the
rectangle in Example 1.4.

Clearly, this construction includes the classical case of a doubly periodic array of
circular scatterers.

The remainder of the paper is organised as follows. In Section 2, we state the main
results first in the simpler context of nonuniformly expanding semiflows, and then for
nonuniformly hyperbolic flows. Also, we present an outline of the strategy of the proof.
The proof for nonuniformly expanding semiflows is carried out in Section 3 and 4.
The modifications for nonuniformly hyperbolic flows are described in Section 5. The
modifications for (semi)flows with unbounded roof function are described in Section 6.

2 Statement of the main results

In this section, we state our main results. In Subsection 2.1, we consider the tech-
nically simpler case of nonuniformly expanding semiflows. In Subsection 2.2, we
consider nonuniformly hyperbolic flows. The case of unbounded roof function is dis-
cussed in Subsection 2.3. In Subsection 2.4, we describe the strategy of the proof,
focusing for simplicity on the result in Subsection 2.1.

2.1 Nonuniformly expanding semiflows

Let (X, d) be alocally compact separable bounded metric space with Borel probability
measure po and let T : X — X be a nonsingular transformation for which g is
ergodic. Let Y C X be a measurable subset with po(Y) > 0, and let {Y;} be an at
most countable measurable partition of Y with p(Y;) > 0. We suppose that there is
an L' return time function r : Y — Z7T, constant on each Y; with value r(j) > 1, and
constants A > 1, n € (0,1), C' > 1 such that for each j > 1,

(1) F=Tr0):Y; - Y is a bijection.
(2) d(Fz, Fy) > Md(z,y) for all z,y € Y].

(3) d(T*x,T'y) < Cd(Fz,Fy) for all z,y € Y;, 0 < £ < r(j).



(4) g; = % satisfies |log g;(z) — log g;(y)| < Cd(z,y)" for all z,y € Y.

Such a map T : X — X is called nonuniformly expanding. There is a unique T-
invariant probability measure v equivalent to g (see for example [28, Theorem 1]).

Remark 2.1 Discarding sets of zero measure, we have assumed without loss that the
induced map F': Y — Y is defined everywhere on Y. This simplifies the formulation
below of certain hypotheses involving periodic points.

Let h: X — RT be a roof function such that for all j > 1,

(5) h,+ € L*(X) and |h(z) — h(y)| < Cd(z,y)" for all z,y € T*Y;, 0 < £ < r(j).

Define the suspension semiflow 7, : X" — X" with invariant ergodic measure "

as in the introduction. Let p,,(t) denote the correlation function corresponding to
observables v, w : X" — R.

For m > 1, n > 0, let C™"(X") consist of those v : X" — R for which ||v||;m., =
vl +0lly+- - -+1|0 ]|, < oo, where 0, denotes the derivative in the flow direction
and

[olly = [vloe +  sup  o(z,u) — vy, u)|/d(z,y)".
(z,u)#(y,u)

Suppose that Z C Y is a finite union of partition elements Y;. Let p € Z be a
periodic point for F' : Y — Y such that Fip € Z for all i > 1. We associate to p
the triple (7,d,q) € R* x Z* x Z* where 7 is the period of p under the semiflow T,
d is the period under the map 7', and ¢ is the period under the induced map F' (so
d=30"r(Fip) and 7 = 3.9=) h(T"p)). Let Tz denote the set of such triples.

Theorem 2.2 Let T : X — X be a nonuniformly expanding map and h : X — RT
a roof function satisfying properties (1)-(5). Assume that po(y € Y : r(y) > n) =
O((Inn)"n=B+Y) | for some 3 >0, v > 0. Let Z C Y be a finite union of partition
elements Y.

Suppose that there do not exist constants C,m > 1 such that

1200 ()] < Cllvllmg|w]oo (0 t) 77,

forallt >0, ve C™1(X"), we L*(XMh).
Then there exist sequences b, € R with |by| — oo, and wg, ¢r € [0,27); and
constants o > 0 arbitrarily large, C, By > 1; such that

dist(bgngT + wingd + qok, 217) < Cqlbe| ™, (2.1)
for all k> 1 and all (1,d,q) € Tz, where ny, = [Bo In|by].

Remark 2.3 It is easy to relax the condition that 1/h € L™ to the requirement that
there exists an ng > 0 such that 1/h,,, € L™ where h,,, = h+hoT+---+hoT™ ! In
Example 1.4, this condition is satisfied for ng = 2 even though h is arbitrarily small
near the four corner points.



Corollary 2.4 Let T : X — X be a nonuniformly expanding map and h : X — R*
a roof function satisfying properties (1)-(5). Assume that po(y € Y : r(y) > n) =
O((Inn)"n=B+Y) for some 3> 0, v > 0.

There exists an integer m with the following property: Fiz four periodic solutions
for T, : X" — X" that each intersect Y, and let 11, ..., T4 be the periods. For Lebesque
almost all (11, -+ ,74) € (RT)*, there exists a constant C > 1 such that

1000 (8)] < Cl0]lim g |w]oo ()77,
forallt >0, ve C™1(XM), we L®(XMh).

Proof See [20, Corollary 2.4]. |

Remark 2.5 Similarly, it suffices that there is a sequence of periodic orbits in Z
with good asymptotics in the sense of [12]. By [12], good asymptotics is an open-
dense condition for smooth systems. Hence results on stable rates of mixing reduce
to stability of the partition {Y;}. We do not explore this issue further in this paper.

2.2 Nonuniformly hyperbolic flows

Let (M, d) be a Riemannian manifold. Young [27] introduced a class of nonuniformly
hyperbolic diffeomorphisms T : M — M (possibly with singularities) with the prop-
erty that there is an ergodic T-invariant SRB measure v for which exponential decay
of correlations holds for Hélder observables. We refer to [27] for precise definitions,
but some of the notions and notation are required to state our main results. (The
further structure from [27] required for our proofs is made explicit in Section 5.) In
particular, there is a “uniformly hyperbolic” subset Y C M with partition {Y;} and
a return time function r : Y — Z% constant on partition elements such that, modulo
uniformly contracting directions, the induced map F =T" : Y — Y is nonuniformly
expanding.

The statement of our main result is completely analogous to that of Theorem 2.2.
Given a roof function h : M — R, the suspension flow T}, : M" — M" and ergodic
measure " is defined as before. Suppose that Z C Y is a finite union of partition
elements Y;. Again, we define the set 7, consisting of triples (7, d, ¢) corresponding
to periodic orbits for F': Y — Y lying entirely in Z.

Theorem 2.6 Let T : M — M be nonuniformly hyperbolic in the sense of Young [27]

with p*(y € Y = r(y) > n) = O((Inn)n=B+Y) for some 8 > 0, v > 0. Let

h: M — R" be a roof function with h, 3+ € L>(M) and |h(z) — h(y)| < Cd(z,y)" for

all v,y € TYY;, 0 <L < r(j). Let Z CY be a finite union of partition elements Y;.
Suppose that there do not exist constants C,m > 1 such that

1200 (B)] < Cll0llm gl (I 8) 777,



for allt >0, v,w € C™1(M").
Then condition (2.1) holds as in Theorem 2.2.

2.3 Unbounded roof functions

Suppose now that 7" is nonuniformly expanding as in Subsection 2.1, except that the
roof function i : X — RT may be unbounded. Let X(n) = {T*Y; : ||hlyey,[lcn >
n}. Condition (5) is relaxed to

(6) 4 € L=(X),
(7) po(X (n)) < Cn=+1.

Theorem 2.7 LetT : X — X be a nonuniformly expanding map satisfying properties
(1)-(4) and h : X — RT a roof function satisfying properties (6), (7) where 3 > 0.
Assume that po(y € Y 1 r(y) > n) = O(e™") for some ¢ > 0. Let Z C Y be a finite
union of partition elements Y.

Suppose that there do not exist constants C,m > 1 such that

1900 ()] < Cllv]lmglw]oo (I ) 177,

forallt >0, ve C™1(X"), we L*(X").
Then condition (2.1) holds as in Theorem 2.2.

Remark 2.8 The methods in this paper can handle general decay rates for po(r > n)
and (X (n)). In the absence of motivating examples, we do not consider this gener-
ality. Again, a joint estimate of these quantities, if available in a specific application,
might lead to improved results, as in Remark 1.2.

Remark 2.9 The analogous result holds for 7" : M — M nonuniformly hyperbolic,
except that presently we obtain the weaker decay rate (1.3). This is proved in Sec-
tion 6.5.

2.4 Strategy of the proof

There are a number of steps in proving Theorem 2.2.

Step 1 We model the nonuniformly expanding map 7" : X — X by a tower map
f A — A. Recall that ' = T" : Y — Y is the induced map. Define A =
{(y,0) e Y xN:0< ¢ <r(y)}/ ~ where (y,7(y)) ~ (Fy,0). Define the tower
map f: A — A by setting f(y,¢) = (y,¢+ 1) computed modulo identifications. The
projection 7 : A — X, w(y,{) = T*y defines a semiconjugacy, 7o f = T o .

There is a unique invariant ergodic probability measure py equivalent to pg|Y for
the induced map F' : Y — Y. Moreover, the density is bounded above (and below)
so that py inherits the property uy (r > n) = O((Inn)"n=(¥+1),
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We obtain an invariant probability measure on A given by pa = piy X e/ [y 7 dpiy
where pc denotes counting measure, and 7 : A — X is measure-preserving, carrying
pa to v. Given h : X — R* Holder, let h = how : A — R*. We obtain invariant

measures " and i, = (MA)E for the suspension flows on X" and A*. The projection

7 : A — X induces a projection 7 : A" — X" which carries i to UM

If 2,y € Y, let s(z,y) be the least integer n > 0 such that F"x, F™y lie in distinct
partition elements in Y. If z,y € Y; x {¢}, then there exist unique 2, y’ € Y; such that
= fla’ and y = fY%'. Set s(z,y) = s(2',%/). For all other pairs z,y, set s(x,y) = 0.
This defines a separation time s : A x A — N and hence a metric dy(z,y) = gs(=:y)
on A. Let Fyp(A) denote the Banach space of Lipschitz functions v : A — R with
norm [[v|lg = [v|ee + |v]g where [v]g = sup,_, [v(z) — v(y)|/de(x,y). We can choose
0 € (0,1) so that vom € Fp(A) for all v € C"(X). It follows that v o € Fy, o(A")
for all v € C™"(X") where h = h o7 and F, 4(A") is defined in the obvious way.

Hence, we may reduce to the situation where f, : A" — A" is a suspension flow
over a tower map f : A — A and h € Fy(A). It suffices to consider decay of
correlations for observables v € F, o(A"), w € L>®(A").

Step 2 We truncate the return time function r so that » < N. This produces an
error O((In N)*N=# +t(In N)*N~¥*1) and reduces the problem to a suspension flow
over a truncated tower f’: A’ — A’ with bounded return time 7’. (All constructions
from F': Y — Y, uy, r and h, are repeated with r replaced by 7’.)

Step 3 Let p/(t) denote the correlation function on (A’)" and let p(s) denote the
Laplace transform of p/(¢t). Modulo an analytic term,

M@~§:/f”“%u%ouwmmH

n>1

where vy(z) = foh(x) e v(z,u) du and wy(r) = fh(z) e v

0 w(x,u)du. Decay of p'(t)
reduces to analyticity properties of p(s).

Step 4 Let L : L'(A’) — L'(A’) be the (Perron-Frobenius) transfer operator for
[l A — A (so [y,vwo f'dusa = [, Lvwduar for v e L'(A'), w € L*°(A’)). For
s € C, define the twisted transfer operator L, by L,v = L(e*"v). Then

p5)~ 3 [ Lo du

n>1

Via the technique of operator renewal sequences, estimates on |LIv|; for v €
Fro((A")") are related to estimates for the transfer operator of the (fixed) induced
map F :Y =Y.



Step 5 Choosing N = N(t) appropriately, the estimates in Steps 2 and 4 yield the
required result.

Steps 1 and 3 are standard. See for example [20, Section 4.1] for Step 1, and [10, 22]
or specifically [11, Section 10] for Step 3. The truncation in Step 2 is the main new
idea in this paper and is carried out in Section 3. In Section 4, we carry out Step 4
following [20] but keeping careful track of the dependence of estimates on N. We
then specify N = N(t) to obtain the final result.

Remark 2.10 (a) In Step 1, the subset Y C X is identified with the base {¢ = 0} of
the tower A. The induced map F' : Y — Y becomes a first return map for f : A — A.
In particular, f : A — A is Markov, even though no such assumption is made on
T: X — X.

(b) The induced map F : Y — Y is a full shift on a countable alphabet with good
distortion properties (guaranteed by condition (4) in Subsection 2.1). Such maps are
often called Gibbs-Markov and are studied extensively in [1].

(c) Note that h is unchanged in Step 2, except that it is restricted to A’. Similarly
for v, w, except that a further approximation is required to ensure that v remains
inside £, o(A"), see Section 3.1.

(d) The truncation in Step 2 seems at first sight to make uncontrollable changes to
f: A — A and hence to the suspension flow on A". However, it should be noted that
the induced map F': Y — Y and the F-invariant measure py are unchanged by the
truncation. The techniques in [20] based on operator renewal sequences [25, 14, 2]
are hence well-suited to this situation, see Section 4.

3 Truncation of the roof function

Let f: A — A be a tower map, modelling the underlying nonuniformly expanding
map T : X — X, as discussed in Section 2.4. Let h : A — R™ be a Lipschitz roof
function and let f, : A" — A" be the suspension flow. Recall that A is itself a discrete
suspension over the induced map F' : Y — Y with ergodic invariant probability
measure jy and return time r : Y — Z*. The tower map f : A — A has an ergodic
invariant probability measure ua = py X counting/7 where 7 = fY rduy . Similarly,
f; : A" — A" has an ergodic invariant probability measure pan = pa x lebesgue/h
where h = [ hdpa.

For fixed N > 1, we define the truncated return time function ' = min{r, N} :
Y — Z*. Then we form the truncated tower map [’ : A’ — A’ over Y with measure
par = py X counting/r’. Restricting h to A’, we obtain the truncated suspension flow
fl o (A" — (A" with measure pyann = par X lebesgue/h’ where ' = [, hdpa.

Write A = AleftUAright where

Aere = {(y,0) € A:r(y) < N}, Avight = {(y,¢) € A:r(y) > N}.
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Proposition 3.1 (i) r —1r' =3 _ v uy(r>n).
(i) pa(Arigne) = (/T){Npy (r = N)+ 32, oy v (r =2 n)}.

Proof This is a standard computation. |

Proposition 3.2 For k > 1, define

Ey={r€A: flx € Augy for at least one j € {0,1,...,k}}.
Then pa(Er) < (DS oy iv(r = 1) + (N + Ky (r = N},
Proof Write Ej, as the disjoint union Fj = Uf:o G where

Gj={f'r € Ay forie{0,1,...,7—1} and f/z € Augni}.

In particular pa(Go) = pa(Asignt). For j > 1, it follows from the definition that if
x € Gy, then fiz € AygNY (the base of the tower). Hence pa(G;) < pa(f ™ (ArightN
Y)) = pa(Brigne NY) = (1/7)py (r = N). u

For notational convenience, we write Q = A" and ' = (A’)" throughout the
remainder of this section. Throughout the paper C' denotes a universal constant,
varying from line to line, dependent only on the suspension semiflow 7, : X" — X"
and the regularity exponents m, 7.

Lemma 3.3 Suppose that h,% A =R v,w: Q— R all lie in L*™®. Let

/J‘(t)Z/UWOftduQ—/vduQ/wduQ,
Q Q Q

p’(t)z/ vaft’duszf—/ vduw/ w dyigy.

Then there exists Ny, to (depending only on p, v and h) such that for all N > Ny,
t Z t07

|p(t) = /()] < Clofoc|wloo{d s n iy (r = 1) + (N + )y (r = N)J.

Proof We choose N > Ny sufficiently large that 1/7" < 2/7, 1/5’ < 2/h. Tt follows
that £ —1 < Z(F—7) and |- — 3| < |k — I|. Further, |h — h/| < 4|h|o(F —7') /7.

By Proposition 3.1(i),

1 1

% i ZMY(TZn). (3.1)

<CY  py(r=mn),

1
-

" h
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Let A= [,vwo fidug, A' = [, vwo f{due. By definition, A = (1/h)(1/r)B
A" = (1/1)(1/r")B" where

(y,0)
/ / y7€ u)woft<y7€ U)dUd/Ly,
Y=o

T(y (4,0)
D> !/ oly, ) wo fl(y, £,w) dudpy.
Y

Note that B =7 [, fo vwo fydudua so that |B| < 7h|v|e|w|e. Hence by (3.1),
A= A < Cfloleclilos ooy iy = ) + B — B}
Write |B — B'| < I+ II where

r(y)—1

I=pollule [ 3 bl Ol midiy < Chllole 3 prlr 2 m)
Y n>N
and
h(y,0)
IT = || y / lw o fi(y, l,u) —wo fi(y, 0, u)|duduy
=0

B h(zx)
—polr [ [ e fle) - wo fiGe wldudus
rJo

h(z)
bl [ [ e At~ we flewldudns
7Jo

(Starting from the last expression, we are regarding A’ as a subset of A; for measurable
sets £ C A’ C A note that r'ua/(E) = Fua(F).)

Now fi(z,u) = f/(z,u) provided N is sufficiently large that fs(x,u) lies in the
part of the suspension over Ay for s € [0,¢]. Note also that the flow reaches the roof
at most t| |41 times by time ¢ so it suffices that fiz € Ay for 0 < j < [t]3]] + 2.
Hence

11 < Clolaclwlaia(Br),

where k = [t|+|«] + 2. By Proposition 3.2,
11 < Clolacwl o v (r > n) + (N + Ky (> N},
and so
A = A < Cloloo|wloo{d oy v (r 2 0) 4+ (N + )y (r > N)J.
A similar (but simpler) calculation shows that

o vdug [owdpe — [o vdug [owdug| < Clols|wlo 3,0 py (r > 1),

and the result follows. [ ]
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Remark 3.4 If py (r > n) = O((Inn)"n=**V) 3> 0, v > 0 then

Z,uy(TZn)SC (Inn) 1 SC(hﬂN)'YZ: 1 <C(lnN)7.

1 1 1 1 —
18 pa6+ 18 16+1 NGB
n>N L Nz nz

n>N

Hence
1p(t) = p'(8)] < Clv]so|w|oe{(In N)' N~ + ¢(In N)Y N-(F+D3,

3.1 Regularity of observables

The original observable v : A — R is assumed to be smooth in the flow direction, but
after restriction to (A’)" this condition is typically violated since the identifications
are different. Namely, we now have

(y,7"(y), h(y)) ~ (Fy,0,0),

whereas v is smooth respect to the old identifications

(y,7(y), h(y)) ~ (Fy,0,0).

This problem is resolved by using the top level of the truncated tower as a buffer.
That is, we modify v on the strip {(y, N,u) : 7'(y) = N,u € [0,h(y,¢)]} to obtain
a new observable ¥ that is as regular in the flow direction on (A’)" as v was on A",
Since v is bounded and h is bounded below, we can make this modification in such a
way that ||0||m., < Cl|v|lm,y. The resulting error in the correlation function is at most
Cv]oo|W|oopty (r = N) which is smaller than the error in Lemma 3.3. Hence without
loss we may suppose that the observable v retains its smoothness in the flow direction
when restricted to (A)".

4 Decay for nonuniformly expanding semiflows

In this section, we complete the proof of Theorem 2.2.
Define the induced roof function H : Y — R by H(y) = Zfo)*l ho ffy). For
beR,we|[0,27), we define M, : L®(Y) — L>(Y),

My v =e PHe o F.

Definition 4.1 A subset Zy, C Y is a finite subsystem of Y if Zy = (50 F™"Z
where Z is the union of finitely many elements from the partition {Y;}. (Note that
Flz, : Zy — Zy is a a full one-sided shift on finitely many symbols.)

Definition 4.2 We say that M, has an approzimate eigenfunction on a subset Z C
Y if there exist constants «, 3y > 0 arbitrarily large and C' > 1, and sequences

13



|be| — 00, w, € [0,27), i € [0,27), up € Fp(Y) with |ux] = 1 and ||uglle < C|bkl,
such that setting ny = [5o In |bk|],
(Mg, ) (y) — € un(y)] < Clbel ™,

g wi

forall y € Z and all £ > 1.

Define dy = S0, kuy (r > k). The main result of this section is:

Theorem 4.3 Let Zy C Y be a finite subsystem and suppose that M, has no ap-
proximate eigenfunctions on Zy. Choose N sufficiently large that r|Zy < N.
Let d, p > 0. There exists C', m > 1, € > 0 such that

10 0 ()] < C[0]mg]10]o0 {dn N FlemN T INE 1 (g N P+24PY
for allt > 0, v € Fyo((A)), w e LO((A)).

Corollary 4.4 Let Zy C Y be a finite subsystem and suppose that My, has no ap-
proximate eigenfunctions on Z.
If uy(r > n) = O((Inn)n=B*D), B > 0, v > 0, then there ewist constants
C,m > 1 such that
|90, ()] < Cllv]lm,glw]oo (0 )77,

for allt >0, v € Fg(A"), w € L=®(A").

Proof Choose N sufficiently large that r|Zy; < N. Combining Lemma 3.3 (specifi-
cally Remark 3.4) and Theorem 4.3, we obtain

p(t) = O{(In N)YN~? 4 t(In N)VN—(B—H) 4 dy N\ e N NG (dy N P+2P),

We compute that dy < C for 3 > 1, dy < C(InN)"* for 3 = 1, and dy <
C(In N)YN'=# for 3 € (0,1).

Set N = [t/q]. Then the first two terms in p(t) are O((Int)7¢"). The third term
is O(dyt't4=<1) = O(t7) for ¢ sufficiently large.

If 3 > 1, the fourth term is O(t¢"?) = O(t=7) for p > 3 and d sufficiently small.
The case § = 1 differs only by a logarithmic factor so the same choices of p and d
suffice. If 3 < 1, the fourth term, ignoring a logarithmic factor, is O(t(1=8+)@+2)-p) =
O(t=P) for p > (2 — )/B and d small. |

Theorem 2.2 is immediate from Corollary 4.4 since it is known that the exis-
tence of approximate eigenfunctions implies the periodic data criterion (2.1), see [12,
Theorem 1.8].
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4.1 Estimates for the Gibbs-Markov map F': Y — Y

Let R denote the transfer operator for the Gibbs-Markov map F' : ¥ — Y. We
continue to let f' : A’ — A’ denote the truncation of f : A — A with return time
7" = min{r, N}. Note that the return map F = f" = (f')” : Y — Y is independent
of N and so the operator R is fixed throughout. Define H'(y) = Z;lg)fl ho fi(y).
For s,z € C, define the twisted transfer operator R, to be R, v = R(es™'e'v).

Proposition 4.5 >, |1y, H'|ouy (Y;) < [hla 7.

Proof This follows from the estimate |1y, H'|g < (7'|Y;) [hlg < (7]Y])|h]e. |

It follows from Proposition 4.5 that the estimates in [20, Proposition 3.7] hold
independent of N. In particular,

| Ripiovlo < CL{1bl[v]oo + 6™[v]o}, (4.1)

n
ib,iw

for all n, N > 1, [b| > 1, w € [0,27), v € Fp(Y).
Define the norm ||v||, = max{|v|«, |v|o/(2C|b|)} where C' is the constant in (4.1).

Lemma 4.6 (cf. [20, Lemma 3.5]). Assume no approzimate eigenfunctions on Z
and choose N sufficiently large that r|Zy < N. Then there exist « > 0, C > 1
independent of N such that

I = Ripo) "l < CJ0I7,
for all |b] > 1, w € [0, 2m).

Proof Since 7|z, < N, it makes no difference whether we define M, ,, using H or H’
for the assumption that there are no approximate eigenfunctions on Zj.

When w = 0, it remains to verify that the proof of [20, Lemmas 3.12 and 3,13]
goes through unchanged. The main issue is the dependence on the constant called
Cs in [20] which potentially depends on N. However, this constant is shown to be
uniform in (4.1). The remaining arguments in [20] indeed go through without change
proving the result for w = 0.

As in [20, Section 3.3], the case w # 0 presents no additional complications. n

Proposition 4.7 (cf. [20, Proposition 3.10]).
1Rs.: = Rivully < Cd(la] + |o])elleliMetoDY,
forall s =a+1b, z =0 +iw € C.
Proof The key estimate is [20, Proposition 3.9(d)] which states that
(R = Rat) 1y, llo < Clall[ 1y, H' [la(1 + |1y, H'|o) I3 1y (7).
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Similarly,
1(Rs- = Rini) v, s < C(lall[ 1y, H lg + [o]r’ () (14 |1y, H'|g)el“I5 1 el @y (1),
It follows that for each 7 > 1,

I(Rs.2 = Rai) Ly, llo < Clal[|allg + [a[)(1 + [hlg)el =DV 0! ()2 0y (7).

Now >y 7' (5)°uy (V)) = SOV k2 uy (' = k) < 2dy, so the result follows from the
fact that Rs,z — Rz’b,iw = Zj21(RS7Z - Rib,iw>1Yj- [ |

In the sequel, s always denotes s = a + b € C, similarly z = ¢ +iw € C. All
constants C| €, etc are uniform in |b| > 1 and w € [0, 27) but we suppress the domain
of b and w.

Lemma 4.8 (cf. [20, Lemma 3.14]). Assume no approximate eigenfunctions on Z

and choose N sufficiently large that r|Zy < N. Let d > 0 and set dy = dyN?. There
exist « >0, € > 0 and C > 1 independent of N, such that

I(1 = Ry..)"ls < C[0I7, (4.2)
for all a, o € Uy, where

Uy={aeR:|a| <emin{N 'InN,dy'[b|=*}}.

Proof Choose € < d(|h|s +1)7!. It follows from Proposition 4.7 that for s, z in the
stipulated region,

| Rs.2 — Ripiwlly < CeN~p|~ellMleet el N < G |p| =2,

By Lemma 4.6, || Rs . — Ri.iwllo]| (I — Ribiw) b < % say for € sufficiently small. Using a
resolvent inequality as in [11, Section 2], we obtain || (I — Rs.) s < 2|[(I— Rip.iw) b
giving the required result. n

4.2 Operator renewal sequences

Let L denote the transfer operator for the truncated tower map f': A" — A’. Recall
that for s € C, the twisted transfer operator L, is defined to be L,v = L(e*"'v). Hence
(Lev)(2) = X pynacs Gn(2)eOu(2) where by, (2) = h(z) +h(f'2) + -+ h((f)""2)
and ¢/, (z) is the inverse of the Jacobian of (f')" at z.

Let Z, ={y €Y : " =n}. Then {Z,,...,Zy} is a finite partition of Y.

For s € C, define the operator renewal sequences

Ts,n = 1YLZ]-Y7 Rs,n = 1YL7SZ]-Zn7
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and the Fourier series T, R : C — L(Fy(Y')) given by

o) N
Ts(z) = ZTsmem, Ry(z) = Z R ™.
n=0 n=1

We have the renewal equation Ty(z) = (I — Rs(z))!. Note also that Ry(2)v = R, v =
R(esH’ezr’ )

Lemma 4.9 (c¢f. [20, Lemma 4.3]) Assume no approrimate eigenfunctions on Z
and choose N sufficiently large that r|Zy < N. There ezist constants €,6 > 0, > 0,
C > 1 independent of N such that

Tl < Clofoenomny =" nnd e, (43)

foralln > 1, and o € U,

Proof By the renewal equation and (4.2),
ITs(2) s = (I = Ru(2)) "1y < CPbI,

for a, o € U,,.

By definition, R(z) is a polynomial of degree N in e* and hence analytic in z. It
follows that Ty(2) is analytic in z on the domain of (I — Ry(z))™!, namely U,. Hence
the Fourier coefficients T ,, decay at the required rate for any ¢ < e. |

Lemma 4.10 (¢f. [20, Lemma 4.4]) Assume no approximate eigenfunctions on Zg
and choose N sufficiently large that r|Zy < N. Let d > 0 and set dy = dyN®. There
exist constants €,0 > 0, > 0, C' > 1 independent of N such that

> L]y < Clolly dy|b|* max{N (In N)~", dy[b]*}, (4.4)

n>1

for allv € Fy(A"), n > 1, and a € Uy.

Proof Recall that (Ljv)(z) = 32 )n.—, g (2)esmy(2). Following the proof and
notation of [20, Lemma 4.4], we write

Ly =3 i iinen AsiTsiBsk + Esp,

where
(Tspv)(z) = Z ) (Aspv)(@) = Z )
fre=x frez=x
z,2€Y z€Y; f2&Y,..,frzgY
(Esnv)(z) = Z ) (Bsv)(@) = Z ;
flez=x flz=x
2&Y,..,f"2¢Y 2@Y,.. f7l2gY; fraeY
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and we have suppressed the summands ¢/ (z)e*"=(*)y(z). We view these as operators
L' o Fy(A) — LYA"), Ty, 2 Fp(Y) — L), Agy o L) — LYA'), By :
Fp(A") — Fy(Y), Esp, : Fp(A') — LY(A'), with the || ||, norm on Fy(Y) and Fy(A").

In the corresponding operator norms, we have

12T < D7 AT IBorll + 1Bl
i+j+k=n

Due to truncation, A, = Bs, = Es, =0 for n > N. We claim further that

| Asnll < C’Neluy(r’ >n), ||Bsal < C’Nelnuy(r' >n), (4.5)
||ES7TL|| < CN¢ chv:n MY(T/ > k)a

where ¢ = €|h|o, for alln > 1, o] <eN"'InN, b € R.

Let u, = py(r' > n) and v, = ¢ where 0 < ¢ < N 'InN. Then (u *
V) = ooy (> k)e R < Ndemen SO i (7 > k) < NOFe~". Similarly, if
/

wl, = npy (' > k), then (v * v), < Noe SN kuy(r' > k) < Nodye . Using
this calculation and estimates (4.3), (4.5), we obtain

HL?H < CdNN2e’+26’b‘ae—némin{NﬂlnN,cFl;1|b|*°‘} + HEs,n” (46)

Moreover, 3 | Eenll < ON<SSN SOV 4y (' > k) = CNdy. Shrink € and § if
necessary so that 2¢' + 26 < d. Since (1 — e *)~! < 227! for x > 0 small, we obtain
the required estimate for > -, L7,

It remains to verify estimates (4.5). Note that the support of A; ,v is contained in
level n < N of the tower and has measure at most >_, )., pa(Y;) < (1/7)py (r' =
n). For x in level n, we have (A,,v)(z) = e*"*)v(2) where z is the unique point
in Y with (f/)"z = z, and so |A;,0]e < €N MNulhlo |y < Nelble|y| . Hence
|Agnv]s < (/)N py (r' > n). Similarly,

N
Bl SNT Y0 nar(Bg)lolss < (U/F)NT Y0 v (' 2 E) 0]l
r'(§)>n k=n+2

n<t<r'(j)

Finally, if y € Y, then (B ,v)(y) = >_,()sn gh(2)e " #y(2h) where 2/ is the unique
preimage of y in A, v(j)—n. Since f': A — A4 is an isometry for £ < ' —1, we
can write g, (27) = g(z;) where z; is the unique point satisfying z; € Y;, Fz; =y,
and ¢ is the Jacobian in part (4) of the definition of nonuniform expansion in Sec-
tion 2.1. (Alternatively, g is the weight in the definition (Rv)(z) = > p,_, 9(y)v(y)
of the transfer operator R for the Gibbs-Markov map F': Y — Y.) The log-Holder
condition on ¢ implies that [g(y)| < Cuy(Y;) and |g(y)/9(9) — 1| < Cdy(y,y) for
all y,y € Y. Hence |B;,v|e < ZT,(j)>nCuy(Yj)N€'|v|oo < CNuy (r' > 1|

and |(Bs,n/0)(y> - Bs,nv)(g)’ § Zr/(y)>n |g(2]>68hfﬂ(z;)v(zg> - 9(2])68}1%(23)1}(2;)’ S
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o:9) S0 (Cry ()N ol + Coay ()N slalllole + Cray ()N o] ) 50
that |Bs,v]g < CN[blnuy (r' > n)|v|ls. Tt follows that || B,y < ONnuy (r' > n)
completing the verification of estimates (4.5). n

Proof of Theorem 4.3 By the formula in Step 4, Section 2.4, it follows from
Lemma 4.10 that

1(5)] < Cllvllolwlocdn bl max{N (In N) ™", dx b}, (4.7)

for
s=a+ib € U, = {|a] < emin{N""InN,dy'|b|]"*}.

To recover p/(t) via a contour integral [ e*p(s)ds, we integrate along a contour s =
a+1ib, a = an(b), —o0o < b < oo in the left-half-plane; in the range of validity of
the estimate (4.7). Specifically, we choose a = —e min{ N~ In N, cflvj\_,1|b|*°‘} for [b] > 1
(and decreased €). Integrating by parts m times as in [11], we can replace the contour
integral by [ s ™e*p,,(s)ds where py, is defined in the same way as p but with v
replaced by 0j"v. Focusing on the part of the contour with b > 1, it remains to
estimate

( / (an(b) +ib) melen O+ 5 (a0 (b) + ib)db
1

< / bmememintN T N o gmy || dib® max{ N (In N) L, dyb® bdb
1
< Cllvllmolwloe (I + 11,

where

I= / dyNe N mNtpam gy 1] = / e edn Vg g,
1 1
Taking m > o+ 1 yields I < CdyNe <N "'InNt A change of variables yields
I < a_le_pt_pglv]f,+2/ e Yy tdy = a e P(p —1)! glv]f,+2t_p,
0

with m = (p+2)a+ 1. |

5 Decay for nonuniformly hyperbolic flows

In this section we prove Theorem 2.6. The main steps are the same as for Theorem 2.2,
but there is an additional step between Steps 3 and 4 where we pass from the Young
tower to a nonuniformly expanding quotient tower f’: A’ — A’ by quotienting along
stable manifolds.
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In Subsection 5.1, we include the necessary background material and notation from
Young [27, 28] on nonuniformly hyperbolic diffeomorphisms and towers. In Subsec-
tion 5.2, we use approximation arguments to reduce the nonuniformly hyperbolic case
to the nonuniformly expanding case studied in Section 4. In Subsection 5.3, we give
an alternative criterion for decay of correlations using the temporal distance function
instead of periodic data; this gives stronger results for the Lorentz gas examples.

5.1 Background on nonuniformly hyperbolic systems

Let T : M — M be a nonuniformly hyperbolic diffeomorphism in the sense of
Young [27, 28]. As described in Section 2.2, there is a partition {Y;} of Y C M
with return time function r : Y — Z%, constant on partition elements {Y;}, and
induced return map F : Y — Y given by F(y) = T"¥(y). There exists an ergodic
T-invariant probability measure v that is an SRB measure.

Let A={(y,€):ye€Y, {=0,...,7(y) — 1} and define the tower map f: A — A
by setting f(y,?¢) = (y, ¢+ 1) for 0 < /¢ <r(y) — 1 and f(y,r(y) — 1) = (Fy,0). The
projection m : A — M given by 7w(y, ) = T*y is a semiconjugacy between f : A — A
and T : M — M.

The subset Y is covered by families of stable disks {W?*(y), y € Y} and unstable
disks {W*(y), y € Y} such that each stable disk intersects each unstable disk in
exactly one point. For p = (z,0), ¢ = (y,0) € A, we write ¢ € W?*(p) if y € W*(z)
(and ¢ € W¥(p) if y € W¥(x)).

Quotienting out the stable directions, we obtain the quotient maps f : A — A
and F:Y =Y.

Proposition 5.1 ( [27, 28] ) The quotient tower map f : A — A is a nonuni-
formly expanding tower map of the type considered in Section 4. In particular, there
are F' and f-invariant measures fi and i X jc/ fYrdﬁ on'Y and A respectively,
such that F' 1Y — Y is Gibbs-Markov with respect to the quotient partition {Y;}.
Moreover, there is a f-invariant measure p on A such that the natural projection
7: A — A and the projection m : A — M are measure-preserving semiconjugacies. i

In Step 1, we defined s : A x A — N relative to returns under F to the partition
{Y,}. This lifts to a separation time s : A x A — N given by s(p,q) = s(7p, 7q).
Note that s is defined on both A and A, but the metric dy(p, q) = 0*P9 is defined
only on A.

We assume that there exists v € (0, 1) such that

(P1) If ¢ € W*(p), then d(mf"p, 7 f"q) < Cy™ for all n > 1.
(P2) If ¢ € W¥(p), then d(7fp, mf"q) < Cy*PD=" for 0 < n < s(p, q).

This means that there is exponential contraction along stable disks but nonuniform
expansion along unstable disks.
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Proposition 5.2 d(T"mp, T"nq) < Cy™ninsea=n} for gllp,q € A, 0 < n < s(p,q).

Proof Define z = W?*(p) N W*(q). By (P1), d(wf"p,nf"z) < C~"™. Moreover,
s(2,q) = s(p, ¢) and so by (P2), d(rf"z,7f"q) < Cy*P". u

5.2 Proof of Theorem 2.6

We continue to assume that T': M — M is a nonuniformly hyperbolic diffeomor-
phism, modelled by a Young tower f : A — A as in Subsection 5.1. We have the
measure-preserving semiconjugacy w: A — M.

Let h : M — R* be a np-Holder roof function with associated suspension flow
T, : M" — M". Define h = h o with suspension flow f, : A" — AP, The projection
7 AM — M" defined by 7(p,u) = (7p,u) is a measure-preserving semiconjugacy.
Given v,w € C"(M"), let © = vor, 1 = wor. It suffices to prove decay of correlations
for the observables 9, @ : A" — R.

We now introduce the truncation = min{r, N} and the truncated tower map
f'+ A" — A’. The argument in Section 3 for the nonuniformly expanding case applies
equally to the nonuniformly hyperbolic case.

To simplify notation, in the remainder of this section we write f : A — A for
the truncated tower map and p for the measure on A’. Note that estimate (P2) is
unaffected by truncation since the return map to Y is unchanged. Also, estimate (P1)
can only be improved by truncation. In particular, Proposition 5.2 remains valid. We
note that many of the objects defined below, such as x, v, and so on, depend on N.
However, the estimates involve universal constants independent of N.

As in the uniformly expanding case, the significant part of the Laplace transform
of the correlation function for the truncated flow has the form

Z/ fnvs wg o " dp,

n>1

where v,(p fo e (p, u)du and wg(p) = foh(p) e~ 5w (p, u)du.
To estlmate p(s), the ﬁrst step is to write h as a coboundary plus a roof function
that “depends only on future coordinates”.

Lemma 5.3 There exist functions h,x : A — R such that
(i) h=h+x-xof,
(it) x € L>*(A) and [x|w < C (independent of N),

(iii) If s(p,q) = 3k, then [x(f*p) — x(f*@)] < Cy, where 71 = 4",
(iv) h(p) = h(q) for all p € W*(q),
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(v) h: A — R is Lipschitz with respect to the metric dg, for 6 = 711/3.

Proof We modify the proof of [20, Lemma 5.4]. Instead of the two separation times
s and s; in [20], we have only the separation time s. Most of [20, Lemma 5.4] goes
through word for word with s substituted for s;. The proof only differs in part (v):
instead of choosing p,q € A with sl(p, q) > Qk + 1, we requ1re that s(p,q) > 3k + 1.
Since A is Markov, we can choose o' € f~*p, ¢ € f~*q with s(p',¢') > 3k + 1.
(Unlike in [20], the separation of p, ¢ does not necessarily increase with each backward
iterate.) By (i), (iii) and the Holder continuity of h, we have that |h(p) — h(q)| =
[L(f*p') — h(f*¢')| < CAf as required. "

(The proof of Lemma 5.3 shows that the introduction of s; in [20] is unnecessary.)
By Lemma 5.3, we can write p(s) = > <, [, € (e "*Xv,) (e™Xw;) o f™ dp. Next

we approximate e~ *Xv; and e*Xw; by functions that “depend only on finitely many

coordinates”. For k > 1, define v, x(p) = inf{(e~Xv,)(f*q) : s(p, q) > 3k}.

Lemma 5.4 The function vsy : A — R lies in L*>*(A) and projects down to a Lips-
chitz observable gy : A — R. Within the region s = a +1ib, |a| <1, |b] > 1,

(a) [Vskloo = Vs kloo < 6‘X|°°’US‘OO < Clt]oe = Cf]oo-
(b) [Tskle < Clvfoo 077

(¢) |(e7vs) 0 f* — vkloe < Cllv]ly BT

Proof The proof is unchanged from [20, Lemma 5.5] except that s is again substi-
tuted for s;. [ |

Write [, e”¥"(e™*Xv,) (e™Xw,) o f"du = [, e —shnof* (e=5xy ) o fF (eXw,) o f¥ o
frdp =1, + I, + 13, where

— fAe—sﬁnofk(e—sxvs> o fk ((esst> o fk . ws,k) o fn d,u,
—shaofk, —
_ fAe shnof ((6 SX7)5> o fk _ Us,k) W © fn du,
_ fAe_Shnofk'Us,k Wy j, © fn dﬂ
By Lemma 5.4,
1] < Pl ebe |l (€M) o 4 = koo < Clolaolflble" o1,
and similarly |I5| < C|v||,|w|s|ble™lIFlv*. Hence
1. L] < Clfolly ] olene ot~ 25 0=

for all a € Uy.
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The integrand in I3 projects down to A and h, o f* = h,, + hy o f* — hy, so

I = [z e o] e wag) o frdii = [ L7 [e™vez] [em w055 di.

Here, L is the transfer operator for the truncated quotient tower map f:A—= A,
and Lyu = L(e*"u). By (4.6),

||L7S’L|| S CdVN|b|a€—n5min{N*1lnN,J]§1|b|*°‘} + ||Es,n||

on Fy(A). Hence,

15| < L™ s lles™* [lo Tz llole ™" oo [Wak] oo
< C|U|OO|w|oo(6’lvN|b|a€—n6min{N_1lnN,dlgl\b\—a} + ||Es,n||)|b|9_4k62k|h|°°.
Choose k = k(b,n, N) so that

_ 1 H -1 Tl -
(62|h|009 4>k ~ 62n6rnln{N InN,dy[b| }

Then there exists ¢’ > 0 (depending on v; and ) such that

I, I, = (e~ min{N = 0Ny == il )

1

I = O(gNe_Qnamin{Nfl1nN7J];1|bI*“}’b‘a+1) + O(N6/2!|Es,n\|!b\)-

Here, we have used the fact that E;, = 0 for n > N. Choosing € small enough, we
obtain a new ¢ > 0 such that

[ ae™m (€0, (eXw,) o [ dpl
< Cllollyllw]ly (dyed =N W NATRIS N B ]
Summing over n as in Lemma 4.10, we obtain
6(s)] < Cllollyllwlly du[b]*" max{N(In N)~*, dy[b|*}.

This is almost identical to the estimate (4.7) obtained in the nonuniform expanding
case, and so we recover the required decay of correlation result for p'(¢) in Theorem 4.3
as before (but with m = (p + 2)a + 2) and hence for p(t). |

5.3 Temporal distance function

In this subsection, we follow Dolgopyat [11, Appendix]. In the situation of Subsec-
tion 5.1, let y1,y4 € Y and use the hyperbolic product structure on Y to uniquely
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define yo,y3 € Y by setting yo € W*(y1) " W*"(ya), y3 € W*(y1) N W?*(ya). By expo-
nential contraction along stable and unstable disks and Hoélder continuity of A, the
temporal distance function

D(y1,ys) Z h(T h(T"ya) = (T"ys) + h(T"ya)

n=—oo

is a well-defined continuous map D :Y xY — R. .
Writing 4 = hor and p; = (y;,0) € A, we have h(T"y;) = h(f’p;). By Lemma 5.3,
we can write h = h + X — x o f where h depends only on future coordinates. Hence

D(y1,ys) = h(f"p1) — h(f"p2) — h(f"ps) + h(f"ps)

n=—oo

[y

H(F"yy) — H(F"ys) — H(F"ys) + H(F"y,).

I
ML

Note that D(y1,ys) = Da(y1,ya) + O(yM), where

Du(y1,ya) = Y H(F'y1) = H(F"y,) — H(F"ys) + H(F"ys)

= Hy(F™My) — Hy(FMyo) — Hy(FMys) + Hy (F~Myy).
Hence,

exp{ibHy (F~*y1)} exp{ibHa (F~"ya)}
exp{ibH(F~Mys)} exp{ibHp (F~Mys)}

exp{ibDu(y1,y4)} = (5.1)

This should be viewed as being defined on the quotient Y with the interpretation
that {F~y;} denotes a fixed inverse branch, such that the inverse branch of y; is
compatible with that for y3 and similarly for y, and 4.

Theorem 5.5 Assume that the hypotheses of Theorem 2.6 are valid. (So decay of
correlations does not hold at the required rate.) Then for every finite subsystem Zy =
Moo F"Z CY, for all a > 0, there is a sequence b, € R with |by| — oo such that

‘eika(y1,y4) — 1] < Clo|™™
for all yy,ys € Zy.

Proof If decay of correlations fails, then it follows from Corollary 4.4 that there are
approximate eigenfunctions u; on Zy C Y. In particular,

|6_ibkﬁnk e—iwkrnkuk o e — eiSDkuk' < 1/’bk|o‘ (52)
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Recall that |ug| =1 and ||ug|lg < C|bgl.

Substituting (5.2) into (5.1) leads to a significant amount of cancellation. The
factors et cancel, as do the r,, terms since 7y (FMy;) = ry(FMy;) and
ra(F~Myy) = rp (F~My,). Hence

g (F " ys) ug(F~™ys)
up (F="eyy) g (Fyy)

exp{ibr Dy, (Y1, Y1)} = + O(|br] ™).

Since we have chosen identical inverse branches for y; and ys,

ug(F ™ ys)

. -n -n n Bo In6+1
w(Fmeyy) S [urllode(F"" y3, F" y1) < Clby|0™ < Clbp] ™7,

and similarly for the remaining quotient. Choosing [, sufficiently large, we obtain
exp{ibx Dy, (y1,y4)} = 1+ O(|bg] ™) as required. |

Corollary 5.6 In the situation of Theorem 5.5, the range of D|Zy x Zy has lower
box dimension zero.

Proof The condition |e®*P®1¥4) —1| < |b,|~* implies that the range of D restricted to
Z() X Z(] lies inside UmeZ(Zg—km—‘bk‘La_H, 2;7r_km+|bk|++1)7 for all k. Hence @(D(ZO X Zo)) <
1/(1 4 «). The result follows since « is arbitrarily large. |

Example 5.7 (Lorentz gas examples) We are now in a position to explain why
the decay rates for the Lorentz gas examples in Section 1 hold always rather than
typically. Such examples possess a contact structure: there is a differential 1-form «
on the odd-dimensional (2n + 1)-manifold M (in our examples n = 1) with o A (do)™
non-vanishing. Moreover, the Lorentz flow is a contact flow (the contact form is
preserved by the flow). Liverani [17, Appendix B] is a good reference for basic and
nonbasic facts about contact flows.

Let z € M, y* € W¥(z), y* € W*(x). Then a formula of Katok & Burns |16,
Lemma 3.2] (see also Liverani [17, Lemma B.7]) states that

D(y*,y") = da(v®,v") +o(jv*[* + [v"["), (5.3)

where y** = exp, v*", v** € E¥"(z).

We apply formula (5.3) by fixing y» = x € Zy and y; = y* € W*(x) N Zy, and
varying yy = y* € W*(z) N Zy. It follows from (5.3) that v — D(y1,y4) is linear in
v* at lowest order. We claim that the unstable disk W"(x) N Z, has positive lower
box dimension. It then follows that the range of D has positive lower box dimension,
ruling out the existence of approximate eigenfunctions on Z; by Corollary 5.6. (The
construction of Young [27] guarantees that W*(z) N'Y has positive measure with
respect to the one-dimensional Lebesgue measure induced on W*(x) and so W*(z)NY
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certainly has positive dimension. Our claim is that the zero measure set W"(z) N Z
still has positive dimension.)

Clearly, it suffices to work at the level of the quotient tower, so it remains to
show that BD(Zy) > 0. From now on, we write Z; to mean Z; and so on. Recall
that Zy = (\,_, F"Z where Z consists of finitely many partition elements of YV’
mapped bijectively by F' with bounded distortion onto Y. If the partition elements
were intervals, then Zy would be a dynamically-defined Cantor set with BD(Z,) =
HD(Z;) € (0,1) (see for example [21]). Now it follows from the construction of
Young [27] that we can extend Zj to such a dynamically-defined Cantor set, choosing
intervals [y, ..., I, containing the partition elements in Z, and an interval K D Y
such that F' extends to a uniformly expanding bijection I’ : I; — K with bounded
distortion for each j. Then K, = (| —,F"K is a dynamically-defined Cantor set
with d = HD(K,) € (0,1). Moreover, the d-dimensional Hausdorff measure of K
satisfies mq(Ky) € (0,00). Let B, be the collection of intervals of the form

,,,,, —ﬂF s Joveeoydn €41, )

There are constants 0 < a < b < 1 such that a" < [I| <" for all I € B,, and n large
enough. We claim that BD(Zy) > ¢ = dIlnb/Ina.

It remains to verify the claim. Let 6 > 0 and suppose that {U} is a cover of Z
by intervals of diameter |U| = §. Choose n = [—yInd] + 1 where v = —1/Ina. Let
BY ={I € B,:INU # 0} and let N be the number of such intervals that lie entirely
inside U. Then Na" < 7;cpv |I| < |U|, and hence N < §/a". It follows that

> I < (d/am +2)pm < 5(b*/a) ™m0 4 27

IeBY
< §l-vIn®/a) | gg—dynb _ g5c 3|UJe. (5.4)

Note that B, = |J,; BY (since every basic interval intersects Zy and hence intersects
at least one U). It follows that

St <y > (5.5)

IeB, U 1eBY

Summing over U, and using estimates (5.4) and (5.5),

0 < ma(Ky) < Zu|d<22|f|d<32w|

IeB, U 1eBY

Hence BD(Zy) > ¢ > 0 as required.
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6 Decay for flows with unbounded roof functions

In this section, we prove Theorem 2.7. The strategy is similar to the previous sections
but now two truncations are required. Let

Up={a € R:|a| <emin{N",dy'[b]}},
Vi={oceR:|o| < EJ§1|b|_a},
where d; ~ is defined below in Lemma 6.6. In the semiflow case, the steps are as follows:
(a) Model by a tower.

(b) Truncate h to b/ = min{h, N}. This leads to an error O(N—# + tN=+D) in
the correlation function.

(c) Truncate r to r = min{r, [¢ln N]}. The truncation error takes the form
O(tN—(«a=1)). Choosing ¢ > (3 + 2)/c ensures that this is dominated by the
error in (b).

(d) |[(I = Rs.) Yp < C|b|* for a € Uy, o € Vj.
(e) |L™v|y < C||v||pN|b|*e~™x" % for a € T,

(£) 1p(s)| < Cllvlo|w|sN3dy|b|2® for a € U,, where p(s) is the Laplace transform
of the (doubly) truncated correlation function p'(t).

(&) 10/ (1)) < Clfllmlwloc{ N?dye N 4 N3GRH 0y,
(h) Specify N = N(t).

Step (a) is identical to Step 1 in Section 2.4. We may assume from now on that
the nonuniformly expanding map is a tower map f : A — A and that A : A — R* is
a (nonuniformly) Lipschitz roof function.

6.1 Truncation of h

In this subsection, we carry out Step (b). Let A(n) = U{AQ,¢ : ||h1a,,ll0 > n}.
Condition (7) on h in Section 2.3 guarantees that pa(A(n)) < Cn~ 0+,

Fix N > 1 and let »’ = min{h, N}. We form the suspension flows f; : A" — A"
and f! : A" — AM. Observables v,w on A" restrict to observables on A" and we

define the correlation functions p(t) and p'(t).
Write A" = AR UAL | where

Al = {(z,u) € A" : h(z) < N}, Aﬁght = {(z,u) € A" : h(z) > N}.

As in Proposition 3.1, we obtain & — h' < CN~7 and puan(Aly,) < CN7F.
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Proposition 6.1 For k > 1, define
E.={pecA: fpc Aﬁght for some t € [0, k]}.
Then pan(Ey) < C{NP + kN-G+DY for all N > 2.
Proof Write Ej, as the disjoint union Fjy = Ule G where
Gj={fipe Al fort€[0,5—1) and fip € Aﬁght for some t € [j — 1, 4]}

For j > 2, it follows from the definition that if p € Gy, then f;p € Al where
Algne = {(z,u) € Ax [0,1] : h(z) > N}. Hence pan(G;) < /,LAh(fj_1<A%ight)) =
o (Alge) = (1/R)pa(h > N) < ON-65D),

If p € Gy, then either p € Al or fip € Al Hence puan(Gy) < CN7P +

CN-(B+1), ]

Lemma 6.2 Suppose that v,w : A" — R lie in L™ and define p(t), p'(t) as indicated
above. For N > 2,1 >0,

p(t) = (1)) < Cloluchul N2 + N+,

Proof For notational convenience, we write @ = A" and @ = A, Let A =
Jovwo fidug, A" = [, vwo f/dug. Then

A-a= [(wofi—vwe fdun+ ([ vwo fidu - |
Q Q
=1+11I.

vwo f, d,uQ/>

/

Using Proposition 6.1, we compute that
1] < 2[v] o] ooio{ fi # 1} < Cv]oolw]a{ N % + (t + 1)N~BDY,

Next,

H:(l/ﬁ)/A/lhvwoft’duduA—i—((1/71)—(1/71’))/A/Oh/vwoft’dud;m.

Hence
[11] < (1/R)|v]se|wlse(h — h') + (1/R)(1/h) (h — K)o w]oc '
< C’]v|oo|w|ooN_’8.
The result follows. [ ]
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6.2 Truncation of r

Recall that py(r > n) = O(e”") where ¢ > 0. We make the second truncation
r" = min{r, [¢In N]}. Following Section 3, we obtain 7 — 7 < CN ™, pa(Ayight) <
CN~ and pa(Ey) < CkN~. (Note that none of these calculations depends on h.)
The proof of Lemma 3.3 proceeds as before except that there is need for care since
|h/ |« = N. This leads to the loss of one factor of N and hence the truncation error
O(tN—(ea-D).

6.3 Decay for the semiflow

In this subsection, we carry out Steps (d)-(h), completing the proof of Theorem 2.7.
Let ¥ (n) = ULY; : |11y, Hlo > n}.

Lemma 6.3 py (Y (n)) = O((Inn)#+2n=3+1),

Proof Let Q > 0 and write uy (Y (n)) < py(r > [@lnn]) + ZQIM] y({r =k}n
Y(n)). IfY; C {r = k} NnY(n), then |[1a,,hll¢ > n/k for some £ < k, and so
Ajp C A(n/k). Since puy (Y;) = Tua(Aje),

py({r =k} NY (n)) < Fpa(A(n/k)) < C(k/n)™.

Hence
[Q@Inn]
/lY(Y(n)) S C(e—chnn + Z (k/n)ﬁ-‘rl) S O(G_Cann + (lnn)5+2n_(5+1))‘
k=1
Now choose @ = (8 +1)/c. .

Since h' = min{h, N}, we have ||1a,,/'[lo < |14, h|ls for all partition elements
Aje, and hence |[1y, H'||p < |[1y, H|[¢. By Lemma 6.3,

ZHlYH,HGMY <Z||1YH||0NY( 7) < oo.

§>1 i>1

This corresponds to Proposition 4.5 and guarantees that we obtain a basic inequality

| R%,iw

vlp < CL[bl[v]ee + 0" 0]},

uniformly in N. Define ||v||, = max{|v|oo, [v|o/(2C10])}.

Let Zy C Y be a finite subsystem and let Zj denote the part of the tower A over
Zy. Then Z consists of finitely many partition elements so that h|Zj is bounded. It
follows that there exists Ny such that h|Z5 = A'|Z; for all N > Ny. In particular,
H\|Zy = H'|Zy for all N > Ny. We now have the ingredients required for the analogue
of Lemma 4.6:
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Lemma 6.4 Assume no approximate eigenfunctions on Zy and choose N sufficiently
large that H|Zy = H'|Zy. Then there exist « > 0, C' > 1 independent of N such that

I = Rips) s < CJ0I7,
for all |b] > 1, w € [0, 27). n
Proposition 6.5 Let dy = Z]kvzl kuy (Y (k)). Then
IRy = Ripolls < Ol (la] + [o])etteiN DA,
for all s, z € C.
Proof As in the proof of Proposition 4.7, we have
|(Rez = Rivio) Ly lls < Clall[ Ly, H'llo + o] (7)) (L Ly, H'l)e "5 el Dy (7).
Note that r'(j) < |+|se|ly, H'|so- Since 7 < ¢In N and |1y, H'|oo < gNIn N,
I(Rs.z = Rivio)1y, s < Clal + |o|)edleNHoD N |1y 7|3y (V).

Now sum over 5 > 1. |
Combining these two results leads to the following analogue of Lemma 4.8, com-
pleting Step (d):

Lemma 6.6 Assume no approzimate eigenfunctions on Zy and choose N sufficiently
large that H|Zy = H'|Zy. Let d > 0 and set dy = dyN®. Define Uy, V, as at the
beginning of the section. Then there exist « > 0,¢ > 0 and C' > 1 independent of N
such that

(= Ba) Ml < CIoP,

for all a € Uy, 0 € V. |

Next we carry out Step (e).

Lemma 6.7 Assume no approzimate eigenfunctions on Zy and choose N sufficiently
large that H|Zy = H'|Zy. Let d > 0 and set dy = dyN?¢. There exist constants
€,0>0,a>0,C > 1 independent of N such that

L)y < Cllol, N|p|*e 11"

for allv € Fy(A"), n > 1, and a € Uy,
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Proof Define the sequences T ,,, Asp, Bsn, Es, as in Section 4.2. Assuming no ap-
proximate eigenfunctions, it follows from Lemma 6.6 that || T, ||, < C’|b|ae*”5d§1‘b|_a.

By truncation of r, the operators ||As,l, ||Bsnll, [|Esnll vanish for n > [¢ln N].
For |a] < eN~!, we compute that || A, || < Ce™", || Byl < CNne™™ and ||E, || <
Ce=" where ¢’ = ¢ — e. The result follows. n

Consequently, > - [Liv[1 < C||v|[sNdx|b[>*. Moreover, it is easy to check that
[vsllo < CllvlloN,  |wsloe < ClwfeeN.

Hence _
(s)] < Cllvllolw|oe N dy[b]**,

for all a € U, completing Step (f). Step (g) is proved as in Section 4, and combining
Steps (b) and (g) we obtain

()] < Cllollmolwloe {N=F + EN—G+D | N3y =Nt 4 N3GEH 1,

Set N = [t/(¢Int)]. For p, q sufficiently large, p(t) = O((Int)?*t=P) as required.

6.4 Logarithmic factors

Lemma 6.3 shows that the decay rates on r and h lead to a decay rate for H. An
alternative approach is to make an assumption on H (via Y'(n)) from the outset. In
particular, if we assume that

py(r>n)=0("),  py(Y(n))=O0(n @),

then we obtain typically the estimate p(t) = O(t=?). (The proof proceeds by trun-
cating so that v = min{r, [¢In N]} and H' = min{H, N}, with U, modified so that
la|] < eN“'InN as in Section 4.) With the obvious modifications, we can handle
general decay rates for py (Y (n)). Presumably this method gives sharp results, but
the assumption on H is more difficult to verify.

One situation where Y'(n) decays slower than A(n) is when the values of h are
constant up the tower. Write a,, ~ b, to mean a,, = O(b,) and b, = O(a,). Suppose
that py (r =n) ~ e and let h = (n~'e")/(5+2 on all partition elements A;, with
r(7) = n. By definition,

palh = (n'e) V) e

It follows that pa(h = n) ~ n~+2 and hence pa(A(n)) ~ n~B+Y. On the other
hand, H = n(n"1e™)Y+2 on all Y; with 7(j) = n so that a similar calculation gives
py (Y (n)) ~ (Inn)#*1n=00+1 which is one factor of Inn short of the upper bound in
Lemma 6.3. In this situation, we cannot hope to improve Theorem 2.7.

On the other hand, if we modify the previous example so that h = e™/(#+2) on
partition elements A, with (j) = n and h is uniformly bounded on the remainder
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of the tower, then again pa(A(n)) ~ n~#*+D but this time py (Y (n)) ~ n~ ¥+ and
typically p(t) = O(tP).

Alternatively, suppose that there is a constant m > 1 such that for each j with
7(j) < qIn N there are at most m values of £ < r(j) such that ||1a,,hlls > NIn N~
Then |1y, H'|lp < mN + (¢InN)(NInN~') = (m + ¢)N. In this situation, the
truncations of r and h automatically achieve the required truncation of H and so
typically p(t) = O(tP).

6.5 Decay for the flow

Here, we mimic Section 5 but in the context of Subsection 6.3, taking account of the
fact that |h/|c = N. It is easily verified in [20, Lemma 5.4] that h and x inherit a
single factor of N from A’ and this is compensated for by the fact that |a| < eN~!.
Proceeding as in Section 5, we break the n’th term of the series for p(s) into I+ I+ I3
where

I, Iy = O(|blyfeneN miniN =L =y o — O(|pjott N3 Aoy P17,

where A > 1. N
To progress further, we modify the definition of U, so that |a| < eN~'dy"|b|~2.
Then
I I = OB Ne™), I = Ol N*X-e~%),

where n' = nc’lv§1|b|*°‘. Summing over n, we obtain
6(s)| < Cllvllgllwll, Ndy b+,

for all s = a + ib with |a| < eN~'dy'|b|=*. Taking N = '~ and p sufficiently large,
we obtain the result claimed in Remark 2.9.

Acknowledgements This research was supported in part by EPSRC Grant
EP/D055520/1 and by a Leverhulme Research Fellowship. I am grateful to Mark
Holland, Matthew Nicol and the referee for helpful comments, and to the University
of Houston for the use of e-mail.

References

[1] J. Aaronson. An Introduction to Infinite Ergodic Theory. Math. Surveys and
Monographs 50, Amer. Math. Soc., 1997.

[2] H. Bruin, M. Holland and I. Melbourne. Subexponential decay of correlations for
compact group extensions of nonuniformly expanding systems. Ergodic Theory
Dynam. Systems 25 (2005) 1719-1738.

32



3]

[4]

[5]

[6]

[11]

[12]

[13]

[14]

[15]

[16]

N. Chernov. Decay of correlations and dispersing billiards. J. Statist. Phys. 94
(1999) 513-556.

N. Chernov. A stretched exponential bound on time correlations for billiard flows.
J. Statist. Phys. 127 (2007) 21-50.

N. I. Chernov and D. Dolgopyat. Hyperbolic billiards and statistical physics.
Proceedings of International Congress of Mathematicians (Madrid, Spain, 2006).

N. Chernov and L. S. Young. Decay of correlations for Lorentz gases and hard
balls. Hard ball systems and the Lorentz gas. Encyclopaedia Math. Sci. 101,
Springer, Berlin, 2000, pp. 89-120.

N. I. Chernov and H.-K. Zhang. Billiards with polynomial mixing rates. Nonlin-
earity 18 (2005) 1527-1553.

N. Chernov and H.-K. Zhang. A family of chaotic billiards with variable mixing
rates. Stoch. Dyn. 5 (2005) 535-553.

N. I. Chernov and H.-K. Zhang. Improved estimates for correlations in billiards.
Commaun. Math. Phys. 77 (2008) 305-321.

D. Dolgopyat. On the decay of correlations in Anosov flows. Ann. of Math. 147
(1998) 357-390.

D. Dolgopyat. Prevalence of rapid mixing in hyperbolic flows. Ergodic Theory
Dynam. Systems 18 (1998) 1097-1114.

M. J. Field, I. Melbourne and A. To6rok. Stability of mixing and rapid mixing
for hyperbolic flows. Ann. of Math. 166 (2007) 269-291.

B. Friedman and R. F. Martin. Behavior of the velocity autocorrelation function
for the periodic Lorentz gas. Phys. D 30 (1988) 219-227.

S. Gouézel. Sharp polynomial estimates for the decay of correlations. Israel J.
Math. 139 (2004) 29-65.

H. Hu. Decay of correlations for piecewise smooth maps with indifferent fixed
points. Ergodic Theory Dynam. Systems 24 (2004) 495-524.

A. Katok and K. Burns. Infinitesimal Lyapunov functions, invariant cone families
and stochastic properties of smooth dynamical systems. Ergodic Theory Dynam.
Systems 14 (1994) 757-785.

C. Liverani. On contact Anosov flows. Ann. of Math. 159 (2004) 1275-1312.

C. Liverani, B. Saussol and S. Vaienti. A probabilistic approach to intermittency.
Ergodic Theory Dynam. Systems 19 (1999) 671-685.

33



[19]

[20]

[21]

[22]

23]

[24]

[25]

[20]

[27]

28]

R. Markarian. Billiards with polynomial decay of correlations. Ergodic Theory
Dynam. Systems 24 (2004) 177-197.

I. Melbourne. Rapid decay of correlations for nonuniformly hyperbolic flows.
Trans. Amer. Math. Soc. 359 (2007) 2421-2441.

J. Palis and F. Takens. Hyperbolicity and sensitive chaotic dynamics at homo-
clinic bifurcations. Cambridge University Press, 1993.

M. Pollicott. On the rate of mixing of Axiom A flows. Invent. Math. 81 (1985)
413-426.

M. Pollicott. On the rate of mixing of Axiom A attracting flows and a conjecture
of Ruelle. Ergod. Th. €& Dynam. Sys. 19 (1999) 535-548.

D. Ruelle. Flows which do not exponentially mix. C. R. Acad. Sci. Paris 296
(1983) 191-194.

O. M. Sarig. Subexponential decay of correlations. Invent. Math. 150 (2002)
629-653.

Y. G. Sinai. Dynamical systems with elastic reflections. Ergodic properties of
dispersing billiards. Uspehi Mat. Nauk 25 (1970) 141-192.

L.-S. Young. Statistical properties of dynamical systems with some hyperbolicity.
Ann. of Math. 147 (1998) 585-650.

L.-S. Young. Recurrence times and rates of mixing. Israel J. Math. 110 (1999)
153-188.

34



