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Abstract

In this paper, we propose a general mechanism for the existence of qua-
sicrystals in spatially extended systems (partial differential equations with Eu-
clidean symmetry). We argue that the existence of quasicrystals with higher
order rotational symmetry, icosahedral symmetry, etc, is a natural and univer-
sal consequence of spontaneous symmetry breaking, bypassing technical issues
such as Diophantine properties and hard implicit function theorems.

The diffraction diagrams associated with these quasicrystal solutions are
not Delone sets, so strictly speaking they do not conform to the definition of
a “mathematical quasicrystal”. But they do appear to capture very well the
features of the diffraction diagrams of quasicrystals observed in nature.

For the Swift-Hohenberg equation, we obtain more detailed information,
including that the ℓ2 norm of the diffraction diagram grows like the square root
of the bifurcation parameter.
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FIG. 2. Selected-area electron diffraction patterns taken from a single grain of the icosahedral phase. Rotations match
those in Fig. 1.

axes are inconsistent with translational order.
Crystals with an apparent fivefold axis do occur as
multiple twins. 5 Icosahedral symmetry could con-
ceivably occur by multiple t~inning, but at least
five twins are required in order to obtain an
icosahedral diffraction set from a conventional crys-
tal. Experiments in the electron microscope and
with x-ray diffraction contradict the twin hypoth-
esis:
(I) A set of dark-field images taken from any re-

flection reveals no twins and in all cases the whole
grain is illuminated.
(2) A convergent-beam diffraction pattern along

the fivefold zone taken from an area 20 nm in di-
arneter at any point of the grain displays all the re-
flections that appear in the selected-area diffraction
pattern. This is also true when the thickness of the
specimen is of the order of 10 nm.
(3) An x-ray diffraction pattern (Cu Ka source)

was taken from a single-phase sample of the materi-
al containing many grains of various orientations.
Had the phase consisted of a multiply twinned crys-
talline structure, it should have been possible to in-
dex the powder pattern regardless of the twins. The
pattern obtained from the icosahedral phase could

1952

not be indexed to any Bravais lattice.
On the basis of these experiments we conclude

that the icosahedral phase does not consist of multi-
ply t~inned regular crystal structures.
The icosahedral phase forms during rapid cooling

of the melt by a nucleation and growth mechanism.
This mechanism is characteristic of a first-order
transition because the two phases coexist along a
moving interface. Each particle nucleates at a
center and grows out from there. The atomic rear-
rangements that result in the orientational order of
the icosahedral phase occur at this interface, and
the two adjoining phases differ in entropy and, for
some alloys, in composition. If the transition were
higher order, ordering would occur everywhere in
the liquid instead of being confined to interfaces.
Our evidence for the first-order character is mor-
phological. We examined alloys with 10—14 at.%
Mn. Samples with 10% to 12% Mn showed many
nodular grains separated from each other by crystal-
line films of fcc Al. The grains were approximately
spherical in shape but were deeply indented with ra-
dial streaks composed of fcc Al crystals. The mor-
phology is similar to a commonly observed one in
rapid solidification in which crystals nucleate at
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crated by a computer and digital-to-analog converter. To
correct for amplitude and phase errors in the electronics,
the vertical acceleration f (t) is measured by a piezoelec-
tric accelerometer and a calibrated charge amplifier, and
the amplitudes and phases are determined by a two-
frequency lock-in technique. Values reported for a, 0,
and P are those measured from the accelerometer signal.
In the three-parameter space (a, 0, $) instability is ob-

tained by fixing 8 and (() and slowly increasing a through
the critical value a, at which the Aat surface loses stabili-
ty. Note that (t may be chosen within 0'~ (() (90, since
Eq. (1) has the symmetry / ~/+ ~12, t —m. /2'.
Figure 1 shows, in the ($, 8) plane, the patterns ob-

tained just above a =a, (6,$). The twelvefold quasipat-
tern is observed for /=75' near the bicriticality of two
wave numbers, each corresponding approximately to the
critical wave number of one of the two superposed fre-

quencies.
Figure 2(a) shows the primary stability boundary

a =a, (0) for / =75'. We note several features of this dia-
gram.
Two neutral curves depart from the horizontal and

vertical axes and meet at a bicritical point at
0=65.5'+0. 5 . The case 0=0 (the horizontal axis) is the
single frequency 4'/2~=58. 4 Hz. Here the pattern ob-
served is parallel lines of wave number k =7.5+0.3
cm . This differs from the low-viscosity case where
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FIG. 2. Stability boundaries for /=75' in the (a, 0) plane. (a)
shows the primary transition (solid line) from the flat surface F,
hysteresis (dashed line), and the pattern which develops just
above a =a, (0); instability is produced by fixing 0 and increas-
ing a as shown by the arrow. (b) shows in detail the transitions
among stable states in the neighborhood of the bicriticality.
H!F, Q/F, and Q/L 1 denote regions of hysteresis. The thick
gray line separating H and Q indicates a regime where the
twelvefold quasipattern competes with hexagons, including os-
cillations from one to the other. The thick gray line separating
Q and D indicates a "melting" regime where the quasipattern
order breaks down via localized defects, which become more
frequent with increasing a. Irregularities in the boundaries are
due mainly to temperature fluctuations.

FIG. 3. Photographs of the twelvefold quasipattern. (a) Cir-
cular container, 12 cm in diameter and 0.29 cm deep. The Auid
is 88%%uo glycerol, v=0. 85+0.5 cm /s at 23+0. 1 C; forcing pa-
rameters for Eq. (1) are a = 142 m/s, 0=66. 1, co/2m = 14.6 Hz,
/=75'. (b) Irregularly shaped container, 0.3 cm deep, with a
flat bottom and with side walls in the shape of France; the dis-
tance Bordeaux-geneva is 5 cm. The Quid is 82% glycerol,
v=0. 60 crn /s, at ambient temperature; forcing parameters are
()=65', co/2~=31 Hz, /=66'; a was adjusted to be slightly
above a, (not measured).
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Figure 1: Experimental evidence of quasicrystal structures.
(a) Electron diffraction diagram of a metallic solid. See Shechtman et al. [37] for de-
tails. Reprinted Fig. 2 with permission from [37]. Copyright (1984) by the American
Physical Society.
(b) Photograph of a Faraday wave experiment. See Edwards & Fauve [14] for de-
tails. Reprinted Fig. 3 with permission from [14]. Copyright (1993) by the American
Physical Society.

1 Introduction

The existence of quasicrystals [37] was first reported in 1984 (see Figure 1(a)), and
such aperiodic order has been the source of much interest ever since. Subsequently,
there have been several instances of quasicrystal solutions in fluid experiments. For
example, quasipatterns with eightfold symmetry [9] and twelvefold symmetry [14]
were observed in the Faraday wave experiment (see Figure 1(b)) and quasipatterns
with twelvefold symmetry were observed in shaken convection [43].

It is well-known that in systems of partial differential equations (PDEs) with
Euclidean E(d) symmetry, the variation of a parameter generically gives rise to a large
variety of spatially periodic solutions [4, 10, 11, 13, 18, 17, 31, 36]. This mechanism
is known as spontaneous symmetry breaking. It turns out that such bifurcations
automatically give rise also to a large class of quasicrystals.

The quasicrystals in this paper are functions

u : Rd → Rs, u(x) =
∑
k∈L∗

ake
ik·x, (1.1)

2



where L∗ is a finitely-generated subgroup of Rd and the amplitudes ak ∈ Rs satisfy∑
k∈L∗ |ak| < ∞. To such functions u, we associate the diffraction diagram

Iu = {(k, ak) : ak ̸= 0} ⊂ L∗ × (Rs \ {0}).

Also, for each ϵ > 0 we define the cut-off set

Λu,ϵ = {k ∈ L∗ : |ak| > ϵ} ⊂ L∗.

Comparison with mathematical quasicrystals Mathematical treatments of
quasicrystals [2, 22, 29, 30, 32, 38] start from the consideration of a countable
set Λ ⊂ Rd that is uniformly discrete (infk,ℓ∈Λ, k ̸=ℓ |k − ℓ| > 0). Usually it is as-
sumed in addition that the set is relatively dense (there exists R ∈ (0,∞) such that⋃

x∈Λ B(x,R) = Rd). A set that is uniformly discrete and relatively dense is called a
Delone set [12].

For ease of comparison, we add the assumption that the vectors in L∗ span Rd,
but this assumption is not required elsewhere in the paper. The quasilattice L∗ is
uniformly discrete if and only if it is a lattice, in which case the functions u are
spatially periodic and correspond to crystals. Hence we focus on the case when L∗ is
not uniformly discrete.

The sets L∗ and Λu,ϵ are not Delone sets (L∗ is relatively dense but not uni-
formly discrete; Λu,ϵ is finite so trivially uniformly discrete but not relatively dense).
Nevertheless, the solutions studied in this paper have the desirable properties that

(i) There is a finitely-generated relatively dense subgroup L∗ ⊂ Rd such that u(x) =∑
k∈L∗ ake

ik·x where the amplitudes ak ∈ Rs satisfy
∑

k |ak| < ∞;

(ii) The subgroup of L∗ generated by Λu,ϵ is not uniformly discrete for some ϵ > 0.

We conjecture that our solutions typically satisfy the following condition which
strengthens condition (ii):

(iii) For any M, r > 0 there exists ϵ > 0 such that Λu,ϵ is r-dense in L∗ ∩B(0,M).

Consequently, the diffraction diagram Iu “looks” like a Delone set to any desired
resolution.

Condition (i) is more restrictive than mathematical definitions of quasicrystals
referred to above, and conditions (ii) and (iii) are more relaxed. They seem to us
to better describe the features of naturally arising quasicrystals observed so far, see
Figure 1(a). For the purposes of this paper, we will say that a function u : Rd → Rs

is a quasicrystal if conditions (i) and (ii) are satisfied, leaving condition (iii) for future
work.

3



Remark 1.1 We could relax the assumption that
∑

k∈L∗ |ak| < ∞ and suppose
instead that

∑
k∈L∗ a2k < ∞ and that the series (1.1) converges uniformly. However,

the stronger assumption fits naturally into the general framework for bifurcation with
Euclidean symmetry set out in [27], see Section 2.3.

Existence of quasicrystals via spontaneous symmetry breaking Recall that
the Euclidean group E(d) can be regarded as a semidirect product of O(d) (rotations
and reflections) and Rd (translations). Let H be a finite subgroup of O(d) and fix a
unit vector k0 ∈ Rd. Define L∗

H to be the quasilattice generated by the vectors γk0,
γ ∈ H. We require further that H is the largest subgroup of O(d) that preserves L∗

H

(in particular, −I ∈ H). Such a subgroup H is called a holohedry. We then restrict to
functions u that are H-invariant, so the amplitudes ak satisfy aγk = ak for all γ ∈ H,
k ∈ L∗

H (Proposition 2.4).
As explained in Section 2, solutions of this type are guaranteed via spontaneous

symmetry breaking. In cases where the holohedry H violates the crystallographic
restriction (e.g. q-fold rotations with q ≥ 8 in R2, or icosahedral symmetry in R3)
these solutions are quasicrystals satisfying conditions (i) and (ii) above.

Unlike for spatially periodic solutions, we have limited information on the struc-
ture of the quasicrystal solutions that we obtain. For example, we do not analyse
their dynamics or their stability, and we do not prove existence of smooth branches
of solutions. More precise analyses are pursued in [5, 6, 7, 8, 21, 34]. (See also [24]
for nonrigorous results.) However, our aim here is to prove general results without
requiring hard implicit function theorems that have to be modified for different equa-
tions or in higher dimensions. On the other hand, our results are strengthened when
there is information regarding global existence of solutions and estimates of global
attractors.

Remark 1.2 In traditional approaches to spontaneous symmetry breaking and
equivariant bifurcation theory [10, 18, 31, 35, 36, 41], there is the concept of isotropy
subgroup H of the full group of symmetries Γ. The phase space V of the underly-
ing equations is Γ-invariant, and the fixed-point subspace FixH is defined to be the
subspace FixH = {v ∈ V : hv = v for all h ∈ H}. Such a fixed-point subspace is
automatically a flow-invariant subspace for the underlying equations. Restricting to
FixH results in an evolution equation whose solutions have at least the symmetries
in the isotropy subgroup H.

The quasicrystals discussed here have isotropy subgroup H ⊂ E(d), but FixH
contains many solutions that are not spatially quasiperiodic. For instance, a rea-
sonable choice of V is the space of continuous bounded functions. If d = 2 and
H = D8 say, then there are plenty of octagonally-symmetric functions in V that have
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no approximate translation symmetry.1 Even if the E(2)-invariant phase space V is
restricted a priori to quasiperiodic functions (which is artificial since there are plenty
of other interesting solutions such as fronts and spirals that occur via spontaneous
symmetry breaking), FixH will contain solutions that do not satisfy condition (i).

Even though there do not exist isotropy subgroups corresponding to quasicrystal
structure, it turns out that Euclidean-equivariance always implies the existence of
flow-invariant subspaces, that are not fixed point subspaces, consisting entirely of
quasicrystal solutions and spatially constant solutions (Corollary 2.7). Moreover, it
is easy to arrange instability of the spatially constant solutions, and hence the only
possible stable dynamics within these subspaces consists of quasicrystal solutions. It
is in this sense that quasicrystals are universal in systems with Euclidean symmetry.

The remainder of Part I of this paper is organised as follows. In Section 2, we
describe the flow-invariant subspaces of quasicrystal solutions that arise naturally
and universally in Euclidean-equivariant systems of PDEs via spontaneous symmetry
breaking. In Section 3, we analyse in detail a simplified model for pattern formation,
namely the Swift-Hohenberg equation [39]. In Section 4, we briefly consider reaction-
diffusion equations; specifically the Brusselator.

2 Flow-invariant subspaces of quasicrystals

In this section, we define spaces of planar quasicrystals (Subsection 2.1) and higher-
dimensional quasicrystals (Subsection 2.2). In Subsection 2.3, we discuss local exis-
tence and uniqueness results for Euclidean-equivariant PDEs. In particular, we show
that the spaces of quasicrystals are flow-invariant and hence give rise to quasicrys-
tals via spontaneous symmetry breaking. In Subsection 2.4, we briefly discuss global
existence results, referring to Part II [28] for details.

2.1 Planar quasicrystals with holohedry Dq

For simplicity, we focus first on the case of Euclidean equivariant PDEs in the plane.
The phase space of such PDEs consists of functions u : R2 × Ω → Rs where Ω is
bounded2. By [27], the analysis of bifurcations with nonzero critical wavenumber
generically reduces to the case where Ω = {0}, so we consider functions u : R2 → Rs.
(By [27], we could also assume s = 1, but there is no gain here in doing so and the
reduction to s = 1 fails in higher dimensions.) We suppose in addition that the action

1For spatially-periodic square solutions, say, this issue does not arise since we can take the isotropy
subgroup to include both D4 and the appropriate subgroup Z2 of the translations.

2For example, in the case of planar Rayleigh-Bénard convection (governed by the Boussinesq
equations), Ω = [0, 1].
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of the Euclidean group E(2) is scalar, so (γ ·u)(x) = u(γ−1x) for all γ ∈ E(2). (There
is also the pseudoscalar action [4, 19] where reflections act as (γ · u)(x) = −u(γ−1x),
see Remark 2.3 below. By [27], generically these are the only two possibilities.)

Let q ≥ 2 be an even integer and let Dq ⊂ O(2) denote the dihedral group of order
2q generated by rotations of order q and a reflection. We say that u is Dq-invariant
if γ · u = u for all γ ∈ Dq. Since we assume the scalar action, this means that
u(γx) = u(x) for all γ ∈ Dq, x ∈ R2.

Fix a vector k0 ∈ R2 with |k0| = 1 and let L∗
Dq

be the subgroup of R2 generated

by {γk0 : γ ∈ Dq}. Abusing notation slightly, we let ℓ1(L∗
Dq
) consist of Dq-invariant

functions u : R2 → Rs of the form

u(x) =
∑
k∈L∗

Dq

ake
ik·x, ak ∈ Rs,

such that
∑

k∈L∗
Dq
|ak| < ∞. By Proposition 2.4 below, Dq-invariance means that

aγk = ak for all k ∈ L∗
Dq
, γ ∈ Dq.

Remark 2.1 Usually, one considers complex amplitudes ak ∈ Cs satisfying the real-
ity condition a−k = ak. However, since q is even, −I ∈ Dq and hence ak = a−k = ak,
so automatically ak ∈ Rs for all k.

We say that u is spatially constant if u(x) ≡ c for some c ∈ Rs. Such solutions are
E(2)-invariant and are contained in ℓ1(L∗

Dq
). For q ≤ 6, all elements of ℓ1(L∗

Dq
) have

nontrivial translation invariance. However, for q ≥ 8, non-spatially constant elements
of ℓ2(L∗

Dq
) automatically satisfy conditions (i) and (ii) from the Introduction and

hence are quasicrystals with holohedry Dq. Moreover, such functions typically satisfy
also condition (iii).

Given a function u ∈ ℓ1(L∗
Dq
), we define the norm ∥u∥1 =

∑
k∈L∗

Dq
|ak|. Similarly,

we define ℓ2(L∗
Dq
) with norm ∥u∥2 =

(∑
k∈L∗

Dq
a2k
)1/2

.

Let Cb(R2) denote the Banach space of continuous bounded functions u : R2 → Rs

with the supnorm ∥u∥∞ = supx∈R2 |u(x)|. We have the embedding ℓ1(L∗
Dq
) ⊂ Cb(R2)

for each q, with ∥u∥∞ ≤ ∥u∥1. Also, ℓ1(L∗
Dq
) ⊂ ℓ2(L∗

Dq
).3

Remark 2.2 (Superquasicrystals) If k0 does not lie on a reflection axis, then
{γk0 : γ ∈ Dq} consists of 2q elements. For each q ≥ 8, the quasicrystals with
holohedry Dq lie on a four-dimensional family of solutions. Three of these dimensions
are due to the Euclidean symmetry. Modulo symmetry, there is a one-dimensional
family parametrised by the smallest angle between k0 and its images under reflection.

3Throughout Part I, ∥ ∥1 and ∥ ∥2 denote the ℓ1 and ℓ2 norms on sequences, and ∥ ∥∞ denotes
the supremum norm on functions.
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When q ≤ 6, the lattices where k0 is not fixed by a reflection in Dq are often referred
to as “superlattices”, leading to “supersquares” and “superhexagons” [1, 13]. As far
as we know, the corresponding “superquasicrystal” solutions have not been observed
experimentally, but they automatically exist in systems with Euclidean symmetry by
the arguments presented here.

Remark 2.3 (Anti-quasicrystals) As mentioned above, there are also pseu-
doscalar actions where reflections acts as (γ · u)(x) = −u(γ−1x). In such systems,
we obtain “anti-quasicrystals” (or “pseudoscalar quasicrystals”). To do this, choose
k0 not fixed by a reflection, and consider the space of functions u(x) =

∑
k∈L∗ ake

ik·x

with aγk = ak when γ is a rotation and aγk = −ak when γ is a reflection.
For analogous pseudoscalar spatially periodic solutions (e.g. anti-squares), see [4,

19].
The symmetry group of the planar Swift-Hohenberg equation (considered in Sec-

tion 3) is E(2)×Z2 (Euclidean transformations in the plane and u 7→ −u). For q ≥ 8,
the maximal subgroup of E(2)×Z2 preserving ℓ1(L∗

Dq
) is Dq×Z2. Although our focus

is on quasicrystals with holohedry Dq, we simultaneously obtain anti-quasicrystals
with holohedry D−

q consisting of (1) q-fold rotations and (2) reflections composed
with u 7→ −u.

2.2 Higher-dimensional quasicrystals

The structures described in Subsection 2.1 easily extend to PDEs with Euclidean
symmetry E(d) in general dimension d. Again we restrict to phase spaces of functions
u : Rd → Rs (this is no loss of generality by [27]) and to scalar actions of E(d) where
(γ · u)(x) = u(γ−1x) for γ ∈ E(d), x ∈ Rd.

Let H be a finite subgroup of O(d) and fix a unit vector k0 ∈ Rd. Define L∗
H to be

the subgroup of Rd generated by {γk0 : γ ∈ H}. We require that H is the maximal
subgroup of O(d) preserving L∗

H so H is a holohedry.
Abusing notation slightly, we let ℓ1(L∗

H) be the space of functions u : Rd → Rs of
H-invariant functions of the form

u(x) =
∑
k∈L∗

H

ake
ik·x, ak ∈ Rs,

such that ∥u∥1 =
∑

k∈L∗
H
|ak| < ∞. Since the action of E(d) is assumed to be scalar,

H-invariance means that u(γx) = u(x) for all γ ∈ H, x ∈ Rd.

Proposition 2.4 Let u ∈ ℓ1(L∗
H) as above. Then u is H-invariant if and only if

aγk = ak for all γ ∈ H, k ∈ L∗
H .
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Proof Recall that H ⊂ O(d) and so acts orthogonally on vectors k ∈ Rd. Since H
preserves L∗

H ,

u(γx) =
∑
k∈L∗

H

ake
ik·(γx) =

∑
k∈L∗

H

ake
i(γ−1k)·x =

∑
k∈L∗

H

aγke
ik·x for all x ∈ Rd, γ ∈ H.

The result follows by equating amplitudes.

Similarly, we define ℓ2(L∗
H). Again, we have the embedding ℓ1(L∗

H) ⊂ Cb(Rd) with
∥u∥∞ ≤ ∥u∥1, and ℓ1(L∗

H) ⊂ ℓ2(L∗
H).

As in Subsection 2.1, we are particularly interested in the case when L∗
H is not

uniformly discrete. Then functions in ℓ1(L∗
H) are either spatially constant or are

quasicrystals satisfying conditions (i) and (ii) (and typically (iii)) in the Introduction.

2.3 Local well-posedness and local existence of quasicrystal
solutions

Let P(L∗
H) denote the subspace of H-invariant trigonometric polynomials (finite

sums) within ℓ1(L∗
H).

Proposition 2.5 Let N :
(
P(L∗

H)
)r → {u : Rd → Rs} be an r-linear operator.

Suppose that N satisfies the equivariance condition

N(γ · u1, . . . , γ · ur) = γ ·N(u1, . . . , ur) for all u1, . . . , ur ∈ P(L∗
H), γ ∈ E(d).

Then writing uj(x) =
∑

k∈L∗
H
ak,je

ik·x, there exists S : (Rd)r → Cs such that

N(u1, . . . , ur)(x) =
∑

k1,...,kr∈L∗
H

S(k1, . . . , kr)ak1,1 · · · akr,rei(k1+···+kr)·x, x ∈ Rd.

In particular, N maps
(
P(L∗

H)
)r

into P(L∗
H).

Proof Fix k1, . . . , kr ∈ Rd and set v = N(u1, . . . , ur) where uj = eikj ·x. Taking γ to
be translation by a ∈ Rd, it follows from equivariance and r-linearity that

v(x− a) = N(e−ik1·au1, . . . , e
−ikr·aur)(x)

= e−i(k1+···+kr)·aN(u1, . . . , ur)(x) = e−i(k1+···+kr)·av(x).

Taking a = x, we obtain v(x) = ei(k1+···+kr)·xS where S = v(0). Hence
N(u1, . . . , ur)(x) = S(k1, . . . , kr)e

i(k1+···+kr)·x. The result follows by r-linearity.
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Remark 2.6 In the proof we used equivariance of N under translation symmetries.
There are additional restrictions on the symbol S resulting from O(d)-equivariance
and since the functions u are Rs-valued. In the linear case r = 1, it is easily seen that
S(k) = S0(|k|) for some S0 : [0,∞) → Rs.

Now define ℓ1(Rd) to be the Banach space of functions u : Rd → Rs of the form

u(x) =
∑
k∈Rd

ake
ik·x, ak ∈ Cs, a−k = ak

with finite norm ∥u∥1 =
∑

k∈Rd |ak| < ∞.

Corollary 2.7 Let N :
(
ℓ1(Rd)

)r → ℓ1(Rd) be a continuous E(d)-equivariant r-linear

operator. Then N restricts to N :
(
ℓ1(L∗

H)
)r → ℓ(L∗

H) for each holohedry H.

Proof This is immediate from Proposition 2.5.

We are interested in “semilinear parabolic” PDEs of the form

ut = F (u) = Lu+N2(u, u) + · · ·+Nr(u, . . . , u)

where L and N2, . . . , Nr are E(d)-equivariant multilinear operators but are in general
unbounded.

A general framework for bifurcations with Euclidean symmetry is laid out in [27].
The function space there consists of regular Borel measures on Rd and in particular
includes the subspace ℓ1(Rd). For a large class of E(d)-equivariant PDEs (including
the Boussinesq equations as well as the examples considered in this paper) it can be
shown that the linear part L is a sectorial operator [20] on Cb(Rd) and on ℓ1(Rd), and
that the PDE ut = F (u) defines a local dynamical system on these spaces. Smoothing
ensures that solutions u(t) with u(0) ∈ ℓ1(Rd) satisfy (Lu)(t) ∈ ℓ1(Rd) for t > 0 small.
The fact that the spaces Cb(Rd) and ℓ1(Rd) are Banach algebras makes it particularly
easy to deal with the nonlinear terms Nj, j ≥ 2. See [26, 27] for previous use of such
ℓ1 spaces, as well as [15, 16] and references therein.

Remark 2.8 It follows as in the proof of Proposition 2.5 that the subspaces ℓ1(L∗
H)

are flow-invariant (for t > 0 small) for these local dynamical systems.

Now we introduce a bifurcation parameter λ ∈ R and consider E(d)-equivariant
PDEs

ut = F (u, λ) = Lλu+
r∑

j=2

Nj,λ(u, . . . , u).

There is a “trivial” spatially constant steady-state solution u ≡ 0. It is assumed that
inside ℓ1(Rd) and Cb(Rd), the trivial solution is a sink for λ < 0 (the eigenvalues

9



µ of Lλ satisfy supReµ < 0) and linearly unstable for λ > 0 small (Lλ possesses
eigenvalues with positive real part). Moreover, we suppose that kerL0 is spanned
by eigenfunctions of the form bke

ik·x with |k| = kc where the critical wavenumber kc
is positive. This is called a bifurcation of type Is in [11] and is called a steady-state
bifurcation with nonzero critical wavenumber in [27].

Restricting to flow-invariant subspaces ℓ1(L∗
H) with L∗

H not uniformly discrete, we
see that for λ > 0 small, spatially constant solutions are unstable and all remaining
solutions are quasicrystals on their intervals of existence. This scenario applies in
particular to the Boussinesq equations. Hence the existence of quasicrystals as defined
in the Introduction are a natural and universal consequence of the symmetry of the
equations.

In this generality, the quasicrystal solutions exist for a finite amount of time
uniformly in λ > 0 small, but may blow up in finite time, or they may exist for all
time but with diverging norm as t → ∞. In subsequent sections, we show that more
can be said in specific examples.

Remark 2.9 Define the subspace AP (L∗
H) of almost-periodic functions to consist of

functions u ∈ ℓ2(L∗
H) for which the series u(x) =

∑
k∈L∗

H
ake

ik·x is uniformly conver-

gent. Evidently,
ℓ1(L∗

H) ⊂ AP (L∗
H) ⊂ Cb(Rd) ∩ ℓ2(L∗

H).

Arguments based on the theory of almost-periodic functions [3, 23] show that AP (L∗
H)

is flow-invariant and ∥u∥2 ≤ ∥u∥∞ for all functions u ∈ AP (L∗
H). Moreover, if u(t),

t ∈ [0, T ], is a solution in Cb(Rd) with u(0) ∈ AP (L∗
H), then ∥u(t)∥2 ≤ ∥u(t)∥∞ for

all t ∈ [0, T ]. See Part II [28] for details.

2.4 Global existence of quasicrystal solutions

Global well-posedness is known for numerous E(d)-equivariant PDEs [25]. More-
over, it is often possible to show that solutions u(t) with u(0) ∈ Cb(Rd) satisfy
supt≥0 ∥u(t)∥∞< ∞. In such situations, we are able to obtain sharper results as
illustrated in the examples in the remainder of this paper. For instance, by Re-
mark 2.9, global existence and boundedness in the ℓ2 norm for solutions in AP (L∗

H)
is an immediate consequence of these properties in Cb(Rd).

Global existence and boundedness in the ℓ1 norm is not given by existing theory.
However, by standard arguments it is often the case that if the amplitudes of u(0)
decay sufficiently quickly, then u(t) ∈ ℓ1(L∗

H) for all t ≥ 0 (though it may still be the
case that ∥u(t)∥1 is unbounded).

We refer to Part II [28] for details regarding the statements in this subsection.
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3 The Swift-Hohenberg equation

A simple example of a Euclidean-equivariant PDE is the Swift-Hohenberg equa-
tion [39] given by

∂tu = F (u, λ) = −(∆ + 1)2u+ λu− u3. (3.1)

Here, the phase space consists of functions u : Rd → R and λ ∈ R is a parameter.
There is a trivial spatially constant solution u ≡ 0 which loses stability as λ passes

through zero. The linearisation (dF )0,0 has a zero eigenvalue with kernel consisting
of wavefunctions eik·x with |k| = 1. Hence there is a steady-state bifurcation with
nonzero critical wavenumber.

As mentioned in Section 2.3, it is easily seen that these equations are locally well-
posed on Cb(Rd) and also on ℓ1(L∗

H) for all holohedries H. In fact, it is well-known for
sufficiently low-dimensional Swift-Hohenberg equations that we have global existence
and boundedness of solutions in Cb(Rd), see [25, 28]. The techniques in [25, 28] work
provided d ≤ 9 and we restrict to this situation throughout this section. Under this
assumption, we show how to obtain global branches of quasicrystal solutions with√
λ-growth in the ℓ2 norm. (As explained in Section 2.3, we still have local existence

of quasicrystals even when d ≥ 10.)
By Remark 2.9, it follows that we have global existence and boundedness of so-

lutions in AP (L∗
H). As mentioned in Section 2.4, a further standard argument [28]

shows that initial conditions for which the amplitudes ak decay sufficiently quickly
also have global existence in ℓ1(L∗

H) but without control on the norm.
Our main result for the Swift-Hohenberg equation gives the existence of quasicrys-

tals and upper bounds as well as lower bounds in the ℓ2 norm.

Theorem 3.1 Let d ≤ 9 and H ⊂ O(d) be a holohedry.

(a) For λ ≤ 0, the trivial solution u ≡ 0 is globally asymptotically stable in AP (L∗
H)

with the ℓ2 norm, and the convergence is exponential for λ < 0.

(b) Let λ > 0, ϵ > 0. For any initial condition u0 ∈ AP (L∗
H), there exists t0 ≥ 0

such that the solution u(t) with u(0) = u0 satisfies ∥u(t)∥2 ≤ (1 + ϵ)
√
λ for all

t ≥ t0.

(c) There is a family of solutions uλ(t) ∈ ℓ1(L∗
H) defined for all λ > 0, t ≥ 0 and

constants CH ∈ (0, 1], t0 ≥ 0 such that for λ > 0,

∥uλ(t)∥2 ≥ CH

√
λ for all t ≥ 0 and ∥(∆ + 1)uλ(t)∥2 ≤

√
λ for all t ≥ t0.

(d) For λ ∈ (0, 1), the solutions in (c) are bounded away from spatially constant
functions: inft≥0 infc∈R ∥uλ(t)− c∥2 > 0.
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Remark 3.2 The Swift-Hohenberg equation has a variational structure which we
exploit in the proof of Theorem 3.1. However, we are unable to say anything about
the dynamics of our quasicrystal solutions. In particular, we do not claim existence
of steady-state quasicrystal solutions. (We note that it seems possible to exploit the
variational structure and methods of [44] to obtain H-invariant steady-state solutions
for all holohedries H.)

In addition, we do not discuss the asymptotic stability properties of the solutions
in Theorem 3.1.

Remark 3.3 The condition λ ≤ 1 is required in Theorem 3.1(d) since there are two
further spatially constant solutions u(t) ≡ ±

√
λ− 1 for λ > 1.

Remark 3.4 We refer to Part II [28] for further estimates when d = 2. There,
it is shown that the trivial solution is globally asymptotically stable in Cb(R2) for
λ≤ 0 and hence (by upper-semicontinuity of the global attractor) there is a function
α : (0,∞) → (0,∞) with limλ→0 α(λ) = 0 such that solutions in Cb(R2) for λ > 0
satisfy ∥u(t)∥∞ ≤ α(λ) for t sufficiently large. (The corresponding result for d ≥ 3 is
unknown and there is no estimate on α(λ) even for d = 2.)

Remark 3.5 The solutions uλ(t) in Theorem 3.1(c,d) satisfy conditions (i) and (ii)
from the Introduction, and hence are quasicrystals, whenever L∗

H is not uniformly
discrete. As shown in [28], a slight modification produces solutions that also satisfy
condition (iii). First, perturb the initial condition uλ(0) =

√
λ
∑

k∈L∗
H
ak(0)e

ik·x so

that ak(0) ̸= 0 for all k. Analyticity properties can be used to show that the ampli-
tudes ak(t) vanish only for isolated values of t for each k ∈ L∗

H . Hence uλ(t) satisfies
condition (iii) for all but countably many values of t.

Asymptotic persistence of quasicrystal structure Write the solutions uλ(t) in
Theorem 3.1(c) as

uλ(t) =
∑
k∈L∗

H

ak,λ(t)e
ik·x.

Fix λ > 0. The lower bound in Theorem 3.1(c) still admits the possibility that
limt→∞

∑
k∈L∗

H , |k|≤M |ak,λ(t)|2 = 0 for all M > 0. If this were the case, then the

quasicrystal nature of the diffraction diagram would only be a transient on every
bounded subset of Rd. This scenario is excluded by our next result. For u ∈ ℓ2(L∗

H),
u(x) =

∑
k∈L∗

H
ake

ik·x, write

u = V u
r + Eu

r , V u
r (x) =

∑
k∈L∗

H , ||k|2−1|<r

ake
ik·x, Eu

r (x) =
∑

k∈L∗
H , ||k|2−1|≥r

ake
ik·x.

12



Theorem 3.6 Let uλ(t) be the family of solutions in Theorem 3.1 and let t ≥ 0,

0 < ϵ < 1, λ > 0, r > 0 such that λ ≤ ϵr2. Then ∥V uλ(t)
r ∥22 ≥ (1− ϵ)∥uλ(t)∥22.

Remark 3.7 Fixing ϵ ∈ (0, 1), and M > 1 large, we see by Theorem 3.6 in conjunc-
tion with the lower bound in Theorem 3.1(c) that∑

k∈L∗
H , |k|≤M

|ak,λ(t)|2 ≥ ∥V uλ(t)

M2+1∥
2
2 ≥ (1− ϵ)∥uλ(t)∥22 ≥ (1− ϵ)C2

Hλ

for all λ ≤ ϵ(M2 + 1)2 and all t ≥ 0. Hence, energy does not flow to high frequency
modes (|k| large) as t increases, and this property holds uniformly on compact subsets
of parameter space.

Similarly, for any δ ∈ (0, 1), it follows that inft≥0

∑
k∈L∗

H , |k|≥δ |ak,λ(t)|2 > 0 for all

λ > 0 sufficiently small. Hence energy does not flow to low frequency modes (k ≈ 0).
Moreover, for any λ < 1, we can choose r ∈ (λ1/2, 1) and ϵ = λr−2 ∈ (0, 1). Hence

we obtain Theorem 3.1(d) as a consequence of Theorem 3.6.

In the remainder of this subsection, we prove Theorems 3.1(a)–(c) and 3.6. Denote
the ℓ2-inner product by ⟨ , ⟩.

Proposition 3.8 Let u, v, w ∈ ℓ1(L∗
H).

4 Then

(a) ⟨u, vw⟩ = ⟨uv, w⟩.

(b) ⟨u, u⟩2 ≤ ⟨u2, u2⟩.

(c) ⟨(∆+1)2u, v⟩ = ⟨(∆+1)u, (∆+1)v⟩ whenever (∆+1)2u ∈ ℓ1(L∗
H), (∆+1)v ∈

ℓ1(L∗
H).

(d) ∥∆u∥22 ≤ ∥∆2u∥2∥u∥2 whenever ∆2u ∈ ℓ2(L∗
H).

Proof Write u =
∑

k ake
ik·x, v =

∑
k bke

ik·x, w =
∑

k cke
ik·x, Then vw =∑

k

(∑
m bmck−m

)
eik·x, and hence ⟨u, vw⟩ =

∑
k

(
ak

∑
m bmck−m

)
. Similarly, ⟨uv, w⟩ =∑

k

(∑
m bmak−mck

)
. Changing m to −m and using that b−m = bm, we obtain

⟨uv, w⟩ =
∑

k

(∑
m bmak+mck

)
. Changing k to k −m yields (a).

For (b), note that ⟨u, u⟩2 = (
∑

m a2m)
2 is the “k = 0” term in the sum ⟨u2, u2⟩ =∑

k(
∑

m amak−m)
2.

Part (c) holds since

⟨(∆ + 1)2u, v⟩ =
∑

(−|k|2 + 1)2ak bk =
∑

(−|k|2 + 1)ak (−|k|2 + 1)bk

= ⟨(∆ + 1)u, (∆ + 1)v⟩.
4Note that ℓ1 ⊂ ℓ2 and uv ∈ ℓ1 for all u, v ∈ ℓ1, so all expressions in this proposition are

well-defined.
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Finally,
∥∆u∥22 = ⟨∆u,∆u⟩ = ⟨∆2u, u⟩ ≤ ∥∆2u∥2∥u∥2,

proving (d).

Remark 3.9 Let k1, . . . , kp be a minimal set of generators for L∗
H . There is an

isometric isomorphism between ℓ2(L∗
H) and the space L2(Tp) given by

ι :
∑
m∈Zp

am1,...,mpe
i(m1k1+···+mpkp)·x 7−→

∑
m∈Zp

am1,...,mpe
2πi(m1θ1+···+mpθp).

With this identification, part (a) of Proposition 3.8 is immediate (writing U = ι(u)
and so on, we get

∫
Tp U(VW ) =

∫
Tp(UV )W ) and (b) follows from the Cauchy-Schwarz

inequality ((
∫
Tp U

2)2 = (
∫
Tp U

21)2 ≤
∫
Tp U

4). However, we caution that the action of
∆ is not the standard one, so part (c) requires an extra calculation.

Proof of Theorem 3.1(a,b) Define N = ∥u∥22 = ⟨u, u⟩. Using Proposition 3.8, we
compute that

1
2
Nt = ⟨u, ∂tu⟩ = ⟨u,−(∆ + 1)2u⟩+ ⟨u, λu⟩+ ⟨u,−u3⟩

= −⟨(∆ + 1)u, (∆ + 1)u⟩+ λ⟨u, u⟩ − ⟨u2, u2⟩
≤ λ⟨u, u⟩ − ⟨u, u⟩2 = N(λ−N).

In particular, Nt ≤ 2λN , so N(u(t)) ≤ e2λtN(u(0)). Hence if λ < 0, then all
trajectories converge to 0 exponentially quickly.

If λ = 0, then Nt ≤ −2N2 from which it follows that N(u(t)) ≤
N(u(0))/(2N(u(0))t+ 1) and again all trajectories converge to 0.

If λ > 0, then using Nt ≤ 2N(λ−N), we see that N decreases exponentially along
trajectories outside the ball of radius (1 + ϵ)2λ for all ϵ > 0.

Define the potential

Pλ(u) =
1
2
∥(∆ + 1)u∥22 − 1

2
λ∥u∥22 + 1

4
∥u2∥22.

Proposition 3.10 Let u(t) be a solution to the Swift-Hohenberg equation (3.1) for
some λ ∈ R and suppose that u(0) ∈ ℓ1(L∗

H). Then

d

dt
Pλ(u(t)) = −∥F (u(t), λ)∥22 for all t > 0.

Proof Let v = ∂tu. By Proposition 3.8(a,c) and the smoothing properties of the
PDE,

(dPλ)uv = ⟨(∆ + 1)u, (∆ + 1)v⟩ − λ⟨u, v⟩+ ⟨u2, uv⟩
= ⟨(∆ + 1)2u, v⟩ − λ⟨u, v⟩+ ⟨u3, v⟩ = −⟨F (u, λ), v⟩.
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It follows as usual that d
dt
Pλ(u(t)) = (dPλ)u(t)∂tu(t) = −⟨F (u(t), λ), F (u(t), λ)⟩.

Remark 3.11 (a) When λ ≤ 0, the potential function P has a unique global mini-
mum at u = 0.

(b) By Proposition 3.8(b), Pλ(u) ≥ 1
4

(
∥u∥42 − 2λ∥u∥22

)
. In particular, Pλ(u) ≥ −1

4
λ2

for all u, λ.

Proof of Theorem 3.1(c) Choose k0 ∈ Rd with |k0| = 1 such that |{γk0 : γ ∈
H}| = |H|. (The case where k0 is fixed by an element of H is almost identical.) For
λ ≥ 0, consider the initial condition

uλ(0) ∈ ℓ1(L∗
H), uλ(0)(x) = a

√
λ
∑
γ∈H

eiγk0·x,

where a > 0. Since this is a finite sum, the amplitudes certainly decay rapidly and
hence uλ(t) ∈ ℓ1(L∗

H) for all t ≥ 0.
Clearly, ∥(∆ + 1)2uλ(0)∥2 = 0 and ∥uλ(0)∥22 = |H|a2λ. A rough estimate gives

a4λ2|H|2 ≤ ∥uλ(0)
2∥22 ≤ a4λ2|H|4. (Note that uλ(0)

2 is a sum of |H|2 vectors in Rd

(including multiplicities), so ∥uλ(0)
2∥22 = a4λ2(M2

1 + · · ·+M2
p ) where p is the number

of distinct vectors in the sum and M1, . . . ,Mp are the multiplicities. The extreme
cases are p = |H|2, M1 = · · · = Mp = 1 and p = 1, M1 = |H|2.) Hence we can write
∥uλ(0)

2∥22 = a4λ2|H|2gH where 1 ≤ gH ≤ |H|2. Altogether,

Pλ(uλ(0)) = −1
2
|H|a2λ2 + 1

4
|H|2gHa4λ2 = 1

4
λ2|H|(|H|gHa4 − 2a2).

This is minimised at a = (|H|gH)−1/2, and for this choice of a we obtain

Pλ(uλ(0)) = − 1
4gH

λ2.

By Proposition 3.10,

Pλ(uλ(t)) ≤ − 1
4gH

λ2 for all t ≥ 0. (3.2)

Writing again N = ∥uλ(t)∥22 and using Remark 3.11(b),

1
4
(N2 − 2λN) ≤ Pλ(uλ(t)) ≤ − 1

4gH
λ2.

It follows that (N − λ)2 ≤ (1− g−1
H )λ2 and hence

N ≥ CHλ where CH = 1−
√
1− g−1

H ∈ (0, 1].

This gives the lower bound in Theorem 3.1(c).
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Remark 3.12 For d = 2, the holohedries are H = Dq where q is even. In this case,
|H| = 2q. As before, uλ(0)

2 is a sum of |H|2 vectors in R2 (including multiplicities).
The vector 0 occurs with multiplicity |H| and there are |H| distinct vectors of length
two (each with multiplicity 1). The remaining |H|2 − 2|H| vectors group into pairs
and comprise 1

2
(|H|2 − 2|H|) distinct vectors of multiplicity 2. Hence

∥uλ(0)
2∥22 = a4λ2(1 · |H|2 + |H| · 12 + 1

2
(|H|2 − 2|H|)22) = (3|H|2 − 3|H|)a4λ2.

This gives gH = (3|H| − 3)/|H|, so

CH = 1−

√
2|H| − 3

3|H| − 3
= 1−

√
4q − 3

6q − 3
.

Now we turn to the proof of Theorem 3.6.

Proposition 3.13 Let 0 < ϵ < 1, λ ≥ 0, r > 0 such that λ ≤ ϵr2. Suppose that
u, ∆u ∈ ℓ2(L∗

H). If ∥V u
r ∥22 ≤ (1− ϵ)∥u∥22, then Pλ(u) ≥ 0.

Proof Note that ⟨V u
r , E

u
r ⟩ = ⟨∆V u

r ,∆Eu
r ⟩ = 0, and so

∥u∥22 = ∥V u
r ∥22 + ∥Eu

r ∥22, ∥(1 + ∆)u∥22 = ∥(1 + ∆)V u
r ∥22 + ∥(1 + ∆)Eu

r ∥22.

In particular, the assumption ∥V u
r ∥22 ≤ (1 − ϵ)∥u∥22 is equivalent to ∥Eu

r ∥22 ≥ ϵ∥u∥22.
This together with the assumption λ ≤ ϵr2 implies that

(r2 − λ)∥Eu
r ∥22 − λ∥V u

r ∥22 = r2∥Eu
r ∥22 − λ∥u∥22 ≥ (ϵr2 − λ)∥u∥22 ≥ 0.

In addition,

∥(∆ + 1)Eu
r ∥22 =

∑
k∈L∗

H , ||k|2−1|>r

(|k|2 − 1)2a2k ≥ r2∥Eu
r ∥22.

Hence

2Pλ(u) ≥∥(∆ + 1)(V u
r + Eu

r )∥22 − λ∥V u
r + Eu

r ∥22
≥∥(∆ + 1)Eu

r ∥22 − λ∥V u
r ∥22 − λ∥Eu

r ∥22 ≥ (r2 − λ)∥Eu
r ∥22 − λ∥V u

r ∥22 ≥ 0.

This proves the result.

Proof of Theorem 3.6 Let t ≥ 0. By (3.2), Pλ(uλ(t)) < 0. Hence the result follows
from Proposition 3.13.
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4 Reaction diffusion systems and Turing instabil-

ities

Steady-state bifurcations with nonzero critical wavenumber akin to that in the Swift-
Hohenberg equation (3.1) frequently occur in reaction diffusion systems, where these
are usually referred to as Turing instabilities [40]. Prototypical are two component
systems, and a prominent example is the so-called Brusselator [33]. Its simple stan-
dard form is given by the equations

ut = d1∆u+ A− (B + 1)u+ u2v,

vt = d2∆v +Bu− u2v,

where (u, v) : Rd → R2 and d1, d2, A,B are positive parameters. The system has
been studied broadly from a physical viewpoint, in particular deriving conditions for
instability and bifurcations of simple patterns, e.g. [42].

There is a trivial spatially constant solution (u, v) ≡ (A,B/A), which plays the
role of the zero state in the Swift-Hohenberg equation. Let η =

√
d1/d2. We assume

that 1 < η < ((1 + A2)− 1)/A. Fix A > 0 and let λB = B − (1 + Aη)2.
It is readily computed that the trivial solution undergoes a Turing instability as

λB passes through 0. For λB < 0 the trivial solution is linearly stable, for λB > 0 it
is linearly unstable, and for λB = 0 the kernel of the linearised equations at (u, v) ≡
(A,B/A) consists of Fourier-modes (u0, v0)e

ik·x for |k| =
√

A/η, where (u0, v0) is a
multiple of (−A,Aη2 + η). Hence, there is a steady-state bifurcation with Euclidean
symmetry and nonzero critical wavenumber.

It is easily seen that this PDE defines a local dynamical system in Cb(Rd) and
in the ℓ1 spaces as in Section 2.3. Hence the trivial solution (u, v) ≡ (A,B/A) is
locally asymptotically stable for λ < 0 and unstable for λ > 0, and we obtain local
existence of quasicrystals by the discussion in Section 2.3. Moreover, global existence
of solutions in Cb(Rd), and hence in each AP (L∗

H), is proved in Part II [28] so we
obtain quasicrystal solutions u(t) defined for all t.

However, there are notable differences to the Swift-Hohenberg equation (3.1).
First, the Brusselator has no gradient structure and e.g. admits time periodic spa-
tially periodic solutions [42]. Second, while bifurcations in (3.1) are supercritical,
this is generally not the case in the Brusselator (analogous to the variant of (3.1)
with an additional quadratic term). Certain spatially periodic steady-state solutions
(such as hexagons when d = 2) exist for both λB > 0 and λB < 0 small. In par-
ticular, (u, v) ≡ (A,B/A) is not globally asymptotically stable for λB < 0, so the
analogue of Theorem 3.1(a) fails. We have not pursued ℓ2-estimates like those in
Theorem 3.1(b,c,d).
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