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It is known that quasiperiodic hypermeander of spiral waves almost certainly produces a bounded trajectory
for the spiral tip. We analyse the size of this trajectory. We show that this deterministic question does not have
a physically sensible deterministic answer and requires probabilistic treatment. In probabilistic terms, the size
of the hypermeander trajectory proves to have an infinite expectation, despite being finite with probability one.
This can be viewed as a physical manifestation of the classical “St. Petersburg paradox” from probability theory
and economics.

PACS numbers: 02.90.+p

Rotating spiral waves are a class of self-organized pat-
terns observed in a large variety of spatially extended ther-
modynamically nonequilibrium systems with oscillatory or
excitable local dynamics, of physical, chemical or biologi-
cal nature [1–14]. Of particular practical importance are spi-
ral waves of electrical excitation in the heart muscle, where
they underlie dangerous arrhythmias [15]. Very soon after
their experimental discovery in Belousov-Zhabotinsky reac-
tion, it was noticed that rotation of spiral waves is not nec-
essarily steady, but their tip can describe a complicated tra-
jectory, “meander” [16]. Subsequent mathematical modelling
allowed a more detailed classification of possible types of ro-
tation of spiral waves in ideal conditions: steady rotation like
a rigid body, when the tip of the spiral travels along a perfect
circle; meander, when the solution is two-periodic and the
tip traces a trajectory resembling a roulette (hypocycloid or
epicyloid) trajectory; and more complicated patterns, dubbed
“hypermeander”[17–19]. Often different types of meander
may be observed in the same model at different values of pa-
rameters [19], including cardiac excitation models (see fig. 1).
The question of the spatial extent of the spiral tip path can
be of practical importance. Here we discuss this question for
quasiperiodic hypermeander.

The equations of motion of the meandering spiral tip may
be derived by the standard procedure of rewriting the underly-
ing partial differential equations as a skew product [22–34].
Consider the `-component reaction-diffusion system on the
plane,

∂tu = D∇2u+ f(u), u(r, t) ∈ R`, r ∈ R2,

as a flow in the phase space which is an infinite-dimensional
space of functions R2 → R`. The symmetry group is the Eu-
clidean group G of transformations of the plane g : R2 → R2

acting on R2 by translations and rotations and thereby acting
on functions u : R2 → R` by u(r) 7→ u(g−1r).

Such systems with symmetry, or “equivariant dynamical
systems” can be cast into a skew product form

Ẋ = η(X), ġ = gξ(X),

(a) (b)

FIG. 1. Snapshots of anticlockwise rotating spiral waves of elec-
trical excitation, together with traces of their tips, in a reaction-
diffusion model of guinea pig ventricular tissue, (a) classical me-
ander in a model with standard parameters [20], (b) hypermeander
in the same model with parameters changed to represent Long QT
syndrome [21].

on X × G, where the dynamics on the symmetry group G is
driven by the “shape dynamics” on a cross-section X trans-
verse to the group directions. Here, gξ(X) denotes the action
of the group element g ∈ G on vectors ξ(X) lying in the Lie
algebra of G; η and ξ are defined by components of the vector
field along X and orbits of G respectively.

The shape dynamics Ẋ = η(X) on the cross-section X
is a dynamical system devoid of symmetries. Substituting
the solution X(t) for the shape dynamics into the ġ equa-
tion yields the nonautonomous finite-dimensional equation
ġ = gξ(X(t)) to be solved for the group dynamics.

For the Euclidean group G consisting of planar translations
p and rotations ϕ, the equations become

Ẋ = η(X), ϕ̇ = h(X), ṗ = v(X) eiϕ. (1)

The variables p and ϕ can be interpreted as position and ori-
entation of the tip of the spiral, then X(t) describes the evo-
lution in the frame comoving with the tip [24, 32]. Standard
low-dimensional attractors in X produce the classical tip me-
andering patterns through the ṗ equation, namely an equilib-
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rium produces stationary rotation, a limit cycle produces the
two-frequency flower-pattern meander, and more complicated
attractors produce “hypermeander”. Hypermeander produced
by chaotic base dynamics is asymptotically a deterministic
Brownian motion [26, 28]. Quasiperiodic base dynamics pro-
duce another kind of hypermeander, with tip trajectories al-
most certainly bounded, but exhibiting unlimited directed mo-
tion at a dense set of parameter values [28]. Similar dynamics
may be observed when a spiral with two-periodic meander is
subject to periodic external forcing [35].

Our aim is to characterize the size of a quasiperiodic mean-
dering trajectory when it is finite.

The mathematical problem. We assume m-frequency
quasiperiodic dynamics in the base system, m ≥ 2, with
X = θ ∈ Tm = (R/2πZ)m being coordinates on the invari-
ant m-torus, so that the shape dynamics Ẋ = η(X) becomes

θ̇ = ω, (2)

where ω ∈ Rm is a set of irrationally related frequencies [36].
The ġ equations become

ϕ̇ = h(θ), ṗ = v(θ) eiϕ. (3)

Equations (2,3) comprise a closed system describing the tra-
jectory of the quasiperiodic meandering spiral tip.

The R1-extension of the quasiperiodic dynamics. First we
illustrate our main idea for the simpler case where the orien-
tation angle ϕ is absent and the position p is one-dimensional.
The shape dynamics remains as in (2) with θ ∈ Tk, k ≥ 2.
Then a point with coordinate p ∈ R1 moves according to

ṗ = s(θ) =
∑
n∈Zk

sne
in·θ, θ̇ = ω. (4)

Termwise integration gives

p(t) = p(0) + s0t+
∑′

n∈Zk

−isn
n · ω

(
ein·ωt − 1

)
,

where the prime denotes summation over n 6= 0. Consider
the infinite sum here, defining the deviation of p from steady
motion, ∆t(ω) = p(t)− p(0)− s0t. For an arbitrarily chosen
ω, its components are almost certainly incommensurate, and,
moreover, Diophantine. So the denominators in the infinite
sum are nonzero, but many of them are very small; never-
theless they decay slowly with ‖n‖ =

(
n2

1 + · · ·+ nk
2
)1/2

.
This is compensated by the fact that if the function s(θ) is suf-
ficiently smooth, its Fourier coefficients sn in the numerators
quickly decay with ‖n‖. As a result, the infinite sum remains
bounded for t ≥ 0, for s(θ) sufficiently smooth and almost all
ω [28].

So if we consider the trajectories in the frame moving with
the velocity s0, we know they are typically confined to a finite
space. Now we ask how large they can be. The size of a fi-
nite piece of trajectory may be measured in various ways, say
by the departure from the initial point ∆t(ω) = p(t) − p(0),

its time average, µT (ω) = T−1
∫ T

0
∆t(ω) dt, and the corre-

sponding variance, σ2
T (ω) = T−1

∫ T
0
|∆t(ω)− µT (ω)|2 dt.

For instance, as T →∞ we obtain

σ2
∞(ω) =

∑′

n∈Zk

|sn|2

(n · ω)2
. (5)

By the above arguments, for almost any vector ω, this expres-
sion is finite. However, as typically all sn are nonzero, ex-
pression (5) is infinite for all ω for which the denominator is
zero, and for k ≥ 2, this is a dense set. That is, the function
σ∞(ω) is almost everywhere defined and finite, but is every-
where discontinuous. The latter property implies that for any
physical purpose, questions about the value of the function at
a particular point are meaningless, as any uncertainty in the
arguments, no matter how small, causes a non-small, in fact
infinite, uncertainty in the value of the function.

Hence, a deterministic view on the function σ∞(ω) is inad-
equate, and we are forced to adopt a probabilistic view. Sup-
pose we know ω approximately, say, its probability density
is uniformly distributed in B = Bδ(ω0), a ball of radius δ
centered at ω0 [37]. The expectation of the trajectory size is
then

E [σ∞] =
1

β

∫
B

σ∞(ω) dω =
1

β

∫
B

∑′

n∈Zk

|sn|2

(n · ω)2

1/2

dω,

where β = Volk(B). The set of hyperplanes n · ω = 0,
n ∈ Zk is dense so there is an infinite set of n ∈ Zk whose
hyperplanes n ·ω = 0 cut throughB. For any such n, we have

E [σ∞] ≥ 1

β

∫
B

∣∣∣ sn
n · ω

∣∣∣dω.
Then, for some A, ε > 0 depending on n, we have∫

B

dω

|n · ω|
> A

∫ ε

−ε

dz

|z|
= +∞.

Typically, |sn| > 0 for all such n, therefore we have E [σ∞] =
+∞.

That is, the deviation from steady motion is almost certainly
finite, but its average expected value is infinite.

The quasiperiodic hypermeander trajectories. We now
return to the equations (2,3) governing quasiperiodic hyper-
meander. Consider first the θ̇, ϕ̇ subsystem

θ̇ = ω, ϕ̇ = h(θ). (6)

This has the form of (4) with k = m, p = ϕ, s = h. Proceed-
ing as for R1-extensions, we obtain ϕ = ϕ0 + h0t + Φ(θ),

where Φ(θ) = −i
∑′

n∈Zm
hn
(
ein·θ − 1

)
/n · ω. Substitut-

ing into the ṗ equation, we obtain

ṗ = v(θ)eiϕ0+Φ(θ)eih0t = v(θ)ei(ϕ0+Φ(θ)+θm+1),
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where θm+1 ∈ T1 satisfies the equation θ̇m+1 = h0. Hence
the evolution of ṗ is governed by the skew product equations

˙̃
θ = ω̃, ṗ = ṽ(θ̃), (7)

where ω̃ = (ω, h0) ∈ Rm+1, θ̃ = (θ, θm+1) ∈ Tm+1 and

ṽ(θ̃) = v(θ) ei(ϕ0+Φ(θ)+θm+1). (8)

System (7) has a similar form to (4) (separately for the real and
imaginary parts of p), except that now k = m+1, θ ∈ Tm and
θ̃ ∈ Tm+1 Also, we notice that due to (8), Fourier components
ṽn are nonzero only for nm+1 = ±1, which implies that ṽ0 =
0. Physically speaking, due to the rotation of the meandering
tip, its average spatial velocity is always zero. Hence, the
function σ∞(ω̃) in this case is just the size of the trajectory,
defined as the root mean square of the distance of the tip from
the centroid of the trajectory.

Based on the results of the previous paragraph, we con-
clude from here our main result: for hypermeandering spirals,
the long-term average of the displacement of the tip from its
centroid is a random quantity, which takes finite values with
probability one, but has an infinite expectation. This result is
proved rigorously in [38]. The rest of our results below are at
the physical level of rigour.

The asymptotic distribution of the trajectory size is fairly
generic for typical systems. Consider when the trajectory size

σ∞(ω̃) =

( ∑′

n∈Zm+1

|vn(ω̃)|2

(n · ω̃)2

)1/2

(9)

is large. This requires that at least one of the terms in the in-
finite sum is large. It is most likely that the largest term by
far exceeds all the others. So, the tail of the distribution of
σ∞ can be understood via the distribution of individual terms
Sn(ω̃) = |vn(ω̃)|2 /(n · ω̃)2. Clearly, P

[
Sn > x2

]
∝ x−1 as

x → +∞ as long as {n · ω̃ = 0} ∩ B 6= ∅, and the distribu-
tion of σ∞ corresponds to the distribution of the square root
of the largest of such terms. Hence, for a typical continuous
distribution of ω̃, we expect

F (x) ≡ P [σ∞ > x] ∝ x−1, as x→ +∞. (10)

Growth rate of the trajectory size. In practice we can ob-
serve the trajectory only for a finite, even if large, time interval
T . Let us see how the expectation of the trajectory size grows
with T . Consider, for instance, the departure from the initial
point, ∆T . The exact expression for its square is

|∆T (ω̃)|2 =
∑′

n′,n′′∈Zm+1

v∗n′vn′′

(n′ · ω̃)(n′′ · ω̃)

×
(
e−in

′·ω̃T − 1
)(

ein
′′·ω̃T − 1

)
.

Secular growth of the expectation of this series is due to reso-
nant terms, i.e. those with n′ parallel to n′′. If ṽ(ω̃) is smooth

and vn quickly decay, then the main contribution is by princi-
pal resonances n′ = n′′. This gives an approximation

|∆T |2 ≈
∑′

n∈Zm+1

2 |vn|2

(n · ω̃)2
[1− cos (n · ω̃T )] .

To evaluate the corresponding expectation,

E
[
|∆T |2

]
=

1

β

∫
ω̃∈B

|∆T |2 dω̃,

where β = Volm+1(B), we substitute z = n · ω̃T and let
χn = Volm ({ω̃ |n · ω̃ = 0} ∩B). This leads to

E
[
∆T

2
]
≈ C1T , C1 =

2π

β

∑′

n∈Zm+1

|vn|2 χn
‖n‖

. (11)

Detailed calculations are given in the Supplementary materi-
als, where we also show that under similar assumptions,

E
[
σ2
T

]
≈ C2T , C2 =

π

3β

∑′

n∈Zm+1

|vn|2 χn
‖n‖

. (12)

Numerical illustration. Fig. 2(a) shows a snapshot of a
spiral wave solution, together with a piece of the correspond-
ing tip trajectory, for the FitzHugh-Nagumo model [39],

ut = 20(u− u3/3− v) +∇2u,

vt = 0.05(u+ 1.2− 0.5v). (13)

Fig. 2(b) shows longer pieces of the tip trajectory, which illus-
trates the key feature of hypermeander: the area occupied by
the trajectory can keep growing for a very long time. We have
crudely emulated these dynamics by a system (1,2,3) [40] with

m = 2, v(θ) = (0.6− 0.2β − 0.2αβ)
−1 − 1,

h(θ) =
(
0.675 + 0.1α+ 0.05β + 0.5α2 + 0.5αβ

+ 0.2α3 + 0.6α2β
)−1 − 1,

α = cos(θ1) + 0.05 tanh(30 cos(θ2)), β = sin(θ1),

ω1 = 0.354, ω2 ∈ [0.475, 0.525]. (14)

This was done in the spirit of [29] with the base dynamics
replaced by an explicit two-periodic flow, but with the view
to (i) mimic the actual meander pattern in the PDE model,
and (ii) provide sufficient nonlinearity to ensure abundance of
combination harmonics in (9). Fig. 2(c) shows pieces of a
trajectory of this “caricature” model. One can see the same
key feature, that the apparent size of the trajectory very much
depends on the interval of observation; however the details are
very sensitive to the choice of parameters, including ω2.

Fig. 3(a) illustrates the approach of σT (ω2) to an every-
where discontinuous function as T → ∞. This was ob-
tained for 105 values of ω2 randomly chosen in the shown
interval. For smaller T one can see well shaped individual
peaks associated with the poles of σ∞(ω2) corresponding to
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FIG. 2. (colour online) (a) Spiral wave and a piece of meander tip trajectory in FitzHugh-Nagumo model (13). (b) Longer pieces of the same
tip trajectory. (c) Pieces of trajectory of different lengths generated by the caricature model (14) for ω2 = 0.49777.
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FIG. 3. (colour online)(a) Sizes σT of trajectories of different length T , as functions of ω2, semilog plot. (b) Distribution functions F (x) =
P [σT (ω2) > x], for the trajectory sizes σT for lengths T , log-log plot. The straight line is the asymptotic (10). (c) Mean square of trajectory
size as function of the time interval, log-log plot. The straight lines are the asymptotics (11) and (12) with a fitted k = C2 = C1/6.

the resonances with the highest vn; for larger T , more of such
peaks become pronounced, and they grow stronger. Fig. 3(b)
shows the empirical distribution of the trajectory sizes for the
pieces of trajectories of the same 105 simulations, of different
lengths. We see that for larger T , the distribution approaches
the theoretical prediction (10). Finally, fig. 3(c) shows the
growth of two empirical estimates of trajectory size with time,
in agreement with (12) and (11), including the predicted ap-
proximate ratio of 6 between them.

In conclusion, quasiperiodic hypermeander of spiral
waves has paradoxical properties. Even though described by
deterministic equations, with no chaos involved, the question
of the size of the tip trajectory does not have a meaningful
deterministic answer and requires probabilistic treatment. In
probabilistic terms, although the tip trajectory is confined with
probability one, the expectation of its size, however measured,
is infinite. There it is similar to the “St. Petersburg lottery”,
in which a win is almost certainly finite, but its expectation
is infinite [41, 42]. The realistic price for a ticket in this lot-
tery is nevertheless finite and modest; the resolution of this
pardox relevant to us is that high wins require unrealistically
long games [43, Section X.4]. In our case, the dependence
of the trajectory size, whether defined via mean square dis-
placement |∆T |2 or variance σ2

T , on any parameter affect-

ing the frequency ratios becomes more and more irregular
as T → ∞, and the expectations E

[
|∆T |2

]
and E

[
σ2
T

]
de-

fined as averages over parameter variations, grow linearly in
T even though the individual trajectories are bounded. Note
that this is different from the linear growth for the mean square
displacement of chaotically hypermeandering spirals [26, 29]
which is for averages over initial conditions.

Practical applications of the theory are most evident for re-
entrant waves in cardiac tissue, underlying dangerous cardiac
arrhythmias. However implications may be also expected in
any physics where the theory involves differential equations
with quasiperiodic coefficients. One example may be pro-
vided by evolution of tracers in quasi-periodic fluid flows [44].
On a more speculative level, extension from ODEs in time
to PDEs in spatial variables may provide insights into prop-
erties of quasicrystals [45] or quasiperiodic dissipative struc-
tures [46]. Note that properties of quasicrystals, among other
things, include superlubricity [47] and superconductivity [48],
still awaiting full theoretical treatment.
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Supplementary material for
“St. Petersburg paradox for quasiperiodically hypermeandering spiral waves”

by V. N. Biktashev and I. Melbourne

Details of the derivation of the trajectory size asymptotics

The exact expression for the square of the departure from the initial point is

|∆T (ω̃)|2 = |p(T )− p(0)|2 =

∣∣∣∣∣ ∑′

n∈Zm+1

−ivn
n · ω̃

(
ein·ω̃T − 1

)∣∣∣∣∣
2

.

Then for its expectation we have

E
[
|∆T |2

]
=

1

β

∫
B

|∆T (ω̃)|2 dω̃ =
1

β

∑′

n′,n′′

vn′v∗n′′Dn′n′′(T ),

where

Dn′n′′(T ) =

∫
B

e−in
′·ω̃T − 1

n′ · ω̃
ein

′′·ω̃T − 1

n′′ · ω̃
dω̃.

Let us investigate the behaviour of the coefficients Dn′n′′(T ) in the limit T → ∞. We have to consider separately the cases
when the two zero-denominator hyperplanes cut or do not cut through B. Recall that χn ≡ Volm{ω̃ | ω̃ ∈ B & n · ω̃ = 0}, and

‖n‖ ≡

(
m+1∑
j=1

nj
2

)1/2

. We write n′ ‖ n′′ when vectors n′ and n′′ are parallel (linearly dependent), and n′ ∦ n′′ otherwise.

• For χn′ = 0, χn′′ = 0, the coefficients are bounded:

|Dn′n′′(T )| ≤ 4β

(
min
ω̃∈B
|n′ · ω̃|

)−1(
min
ω̃∈B
|n′′ · ω̃|

)−1

= O (1) .

• For χn′′ = 0, χn′ 6= 0, we use a change of variables in the space {ω̃} = Rm+1; namely, z = n′ · ω̃T ∈ R, and ζ ∈ Rm
for the unscaled coordinates in n′⊥. In coordinates (z, ζ), the domain B is stretched in the z direction and, as T → ∞,
tends to an infinite cylinder with the axis along the z axis and the base of measure χn′ . This gives

|Dn′n′′(T )| ≤
(

min
ω̃∈B
|n′′ · ω̃|

)−1 ∫
B

∣∣∣∣∣ein
′·ω̃T − 1

n′ · ω̃

∣∣∣∣∣ dω̃ =

(
min
ω̃∈B
|n′′ · ω̃|

)−1 ∫∫
ω̃∈B

∣∣∣∣eiz − 1

z/T

∣∣∣∣ dz

‖n′‖T
dζ

=

(
min
ω̃∈B
|n′′ · ω̃|

)−1
χn′

‖n′‖

O(T )∫
−O(T )

∣∣∣∣eiz − 1

z

∣∣∣∣ dz = O (ln(T )) ,

and similarly for χn′ = 0, χn′′ 6= 0.

• For χn′ 6= 0, χn′′ 6= 0, and n′ ∦ n′′, we use variables z′ = n′ · ω̃T ∈ R, z′′ = n′′ · ω̃T ∈ R, and ζ ∈ Rm−1 for the
unscaled coordinates in span(n′, n′′)⊥. Then

Dn′n′′(T ) =

∫∫∫
ω̃∈B

e−iz
′ − 1

z′/T
eiz

′′ − 1

z′′/T
dz′dz′′

‖n′‖ ‖n′′‖ sin
(
n̂′, n′′

)
T 2

dζ = O (1) .

Here n̂′, n′′ is the angle between vectors n′ and n′′.
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• For χn′ 6= 0, χn′′ 6= 0, and n′ ‖ n′′, we set n′ = α′n, n′′ = α′′n, where n ∈ Zm+1 is their GCD vector and
α′, α′′ ∈ Z \ {0} (see Proposition 1 below). In this case the hyperplanes n′ · ω̃ = 0, n′′ · ω̃ = 0 and n · ω̃ = 0 coincide,
and correspondingly χn′ = χn′′ = χn.

We use z = n · ω̃T ∈ R, and ζ ∈ Rm for the unscaled coordinates in n⊥. That gives

Dn′n′′(T ) =

∫∫
ω̃∈B

(
eiα

′z − 1
)(

e−iα
′′z − 1

)
α′α′′(z/T )2

dzdζ

‖n‖T
=

Tχn
α′α′′ ‖n‖

O(T )∫
−O(T )

[
ei(α

′−α′′)z − eiα
′z − e−iα

′′z + 1
] dz

z2
.

Now,

∞∫
−∞

[
ei(α

′−α′′)z − eiα
′z − e−iα

′′z + 1
] dz

z2
= I(α′) + I(α′′)− I(α′ − α′′), (15)

where

I(α) =

∞∫
−∞

(1− cos(αz))
dz

z2
= π |α| , (16)

and therefore

Dn′n′′(T ) ≈ πχn (|α′|+ |α′′| − |α′ − α′′|)
‖n‖α′α′′

T as T →∞.

For the principal resonances α′ = α′′ = 1 we have

Dnn(T ) ≈ 2π
χn
‖n‖

T as T →∞,

giving the estimate (11).

The computations for other statistics are similar in technique, if slightly longer. The raw second moment, i.e. the expectation
of the time-average of the square departure from initial point, is

E
[
$2
T

]
=

1

Tβ

∫
B

T∫
0

|∆t(ω̃)|2 dtdω̃ =
1

β

∑′

n′,n′′∈Zm+1

vn′v∗n′′Pn′,n′′(T ),

where, for n′ ∦ n′′,

Pn′n′′(T ) =

∫
B

1

(n′ · ω̃)(n′′ · ω̃)

[
ei(n

′−n′′)·ω̃T − 1

i(n′ − n′′) · ω̃T
− ein

′·ω̃T − 1

in′ · ω̃T
− e−in

′′·ω̃T − 1

−in′′ · ω̃T
+ 1

]
dω̃,

and for n′ ‖ n′′, n′/α′ = n′′/α′′ = n,

Pn′n′′(T ) =
1

α′α′′T
[I(α′) + I(−α′′)− I(α′ − α′′)]

where

I(α) =

∫
B

1 + iαn · ω̃T − (αn · ω̃T )
2
/2− eiαn·ω̃T

iα(n · ω̃)3
dω̃.

Reasoning as in the previous case, we conclude that all the terms are O (ln(T )) as T → ∞, except for those with n′ ‖ n′′,
χn 6= 0, which grow as O (T ). Using, as before, the variables z = n · ω̃T ∈ R and ζ ∈ Rm ∼ n⊥, we get
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I(α) =
χnT

2 |α|
‖n‖

O(T )∫
−O(T )

1 + iαz − (αz)
2
/2− eiαz

iz3
dz ≈ χnT

2 |α|
‖n‖

∞∫
−∞

z − sin(z)

z3
dz =

χnT
2 |α|
‖n‖

π

2
,

so

Pn′n′′ ≈ πχn(|α′|+ |α′′| − |α′ − α′′|)
2 ‖n‖α′α′′

T as T →∞.

For the principal resonances, α′ = α′′ = 1, this simplifies to

Pnn ≈ π
χn
‖n‖

T as T →∞.

The expectation of the square of the time-averaged departure from initial point, i.e. of the length of the position vector of the
apparent centroid in time T , is

E
[
|µT |2

]
=

1

β

∫
B

∣∣∣∣∣∣ 1

T

T∫
0

∆T (ω̃) dT

∣∣∣∣∣∣
2

dω̃ =
1

β

∑′

n′,n′′∈Zm+1

vn′v∗n′′Mn′,n′′(T ),

where

Mn′n′′(T ) =

∫
B

(
ein

′·ω̃T − 1− in′ · ω̃T
)(

e−in
′′·ω̃T − 1 + in′′ · ω̃T

)
(n′ · ω̃)2(n′′ · ω̃)2T 2

dω̃.

As before, important terms are those with n′/α′ = n′′/α′′ = n, χn 6= 0, for which we use z = n · ω̃T , ζ ∈ Rm ∼ n⊥, and get

Mn′n′′(T ) ≈ χnT

‖n‖α′2α′′2
M(α′, α′′) as T →∞,

where the integral

M(α′, α′′) =

∞∫
−∞

(
eiα

′z − 1− iα′z
)(

e−iα
′′z − 1 + iα′′z

) dz

z4

can be calculated using differentiation by parameters. We have

∂2M

∂α′∂α′′
=

∞∫
−∞

(
eiα

′z − 1
)(

e−iα
′′z − 1

) dz

z2
= π (|α′|+ |α′′| − |α′ − α′′|) ,

using the result (15,16) obtained above. Hence,

M(α′, α′′) = π

∫∫
(|α′|+ |α′′| − |α′ − α′′|) dα′dα′′

= π

(
1

2
α′′α′ |α′|+ 1

2
α′α′′ |α′′|+ 1

6
(α′ − α′′)2 |α′ − α′′|

)
+ φ(α′) + ψ(α′′),

where functions φ and ψ can be determined from boundary conditions. Consider

M(α′, 0) = 0 =
π

6
α′2 |α′|+ φ(α′) + ψ(0),

M(0, α′′) = 0 =
π

6
α′′2 |α′′|+ φ(0) + ψ(α′′).
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We observe that φ(0) = ψ(0) = 0 is an admissible choice, which leads to

M(α′, α′′) =
π

6

(
(3α′′ − α′)α′ |α′|+ (3α′ − α′′)α′′ |α′′|+ (α′ − α′′)2 |α′ − α′′|

)
and consequently

Mn′n′′(T ) ≈ 1

6
πχn

(3α′′ − α′)α′ |α′|+ (3α′ − α′′)α′′ |α′′|+ (α′ − α′′)2 |α′ − α′′|
‖n‖α′2α′′2

T as T →∞.

For the principal resonances, α′ = α′′ = 1, this gives

Mn′n′′(T ) ≈ 2π

3

χn
‖n‖

T as T →∞.

Hence the central second moment, i.e. the expectation of the time-average of the square departure from the apparent centroid is

E
[
σ2
T

]
=

1

β

∫
B

∣∣∣∣∣∣ 1

T

T∫
0

(∆T (ω̃)− µT (ω̃)) dT

∣∣∣∣∣∣
2

dω̃ = E
[
$2
T − |µT |

2
]

=
1

β

∑′

n′,n′′∈Zm+1

vn′v∗n′′Sn′,n′′(T ),

where for the principal resonances we have

Snn(T ) = Pnn(T )−Mnn(T ) ≈ π

3

χn
‖n‖

T ,

which gives the estimate (12).

Proposition 1 Let n′, n′′ ∈ Zm \ {0} be linearly dependent. Then there exist α′, α′′ ∈ Z \ {0} and n ∈ Zm \ {0} such that α′

and α′′ are coprime and n′ = α′n, n′′ = α′′n.

Proof Since both vectors are nonzero, we have n′′ = αn′ for a nonzero scalar α. We must have α ∈ Q \ {0} since it
is a ratio of the corresponding components of n′ and n′′. Let α = α′′/α′ with α′, α′′ ∈ Z \ {0} coprime. By writing
α′n′′ = α′′n′ we observe that all components of n′′ are divisible by α′′ and all components of n′ are divisible by α′. Hence
n′′/α′′ = n′/α′ = n ∈ Zm \ {0}, as required.
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